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"Individuals differ from one another in their ability to
understand complex ideas, to adapt effectively to the
environment, to learn from experience, to engage in
various forms of reasoning, to overcome obstacles by
taking thought. Although these individual differences
can be substantial, they are never entirely
consistent: a given person's intellectual performance
will vary on different occasions, in different domains,
as judged by different criteria. Concepts of
"intelligence" are attempts to clarify and organize
this complex set of phenomena."

Neisser et al. (1996)
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"Artificial intelligence is the science and
engineering of making intelligent machines,
especially intelligent computer programs. It is
related to the similar task of using computers to
understand human intelligence, but Al does not
have to confine itself to methods that are
biologically observable"

McCarthy (2007)
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Are you a bot?

Verify you are human by completing the action below.

r

Verify you are human CcLouDFLARE

Prineacy = TEnrs
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Mnyxovikn Mabnon

e Katnyopiec MM
o MaBnon pe enifAedn (Supervised Learning)
o MaBnon ywplc enifAedn (Unsupervised Learning)
o MabBnon pe evioxvon (Reinforcement Learning)



MaOnon pe EnifAePn --> NpoPAePn

Supervised learning: each
training example has a
ground truth label. The model
learns a decision boundary
and replicates the labeling on
new data.

Training data

.....

Resulting model

Applied to new input



MaOnon Xwpic ErifAePn --> Avanopaotaon

OO
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Unsupervised learning:

« o ° o ©
training examples do not FAIE «g?;
have ground truth labels. The o ° g% %
model identifies structure 050% o

(¢] ° o0
such as clusters. New data g LN
can be assigned to clusters. - @i

Training data Resulting model Applied to new input



MaOnon pe Evioxvon --> EmBpaBevon
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https://www.youtube.com/watch?v=WXuK6gekU1Y
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Bae Lo M ae n Gn https://playground.tensorflow.org

e Texvnta Nevpwvikd Aiktuo (ANN)

Hidden

|npUt weights
. . Output ini:lts @
W |

activation
functon

net input

f(S)—2,

2
A activation
' ;o
‘. transfer
’ \ : : function
x” )
| threshold




Foundational Models

* MeyaAa MNwoowka Movtéla (Large Language Models)
o Encoder models (m.x. BERT)
o Decoder models (mt.x. GPT4)
o Encoder-Decoder models (T5)



o 1950s-1980s

Syntactic and
Grammar-based

1. Syntactic Structures
by Noam Chomsky

2. ELIZA Chatbot

3. SHRDLU rule-based
system

Expert Systems
and Statistical
Models

@

1. Rules and Ontology
based Systems

2. Statistical Models

3. N-Grams commbined
with Machine learning

algorithms

Q 1980s-2000s

Neural Models Era of LLLMs
and Dense
Representations LLM
-
EXIE=
—— 1. OpenAl releases GPT-2,
GPT-3.5 and GPT 4
1. Bengio et al.'s Dense Vector 2. RLHF for alignment
Repr e36ntation towards human values such
2. Mikolov et al.'s language as safety, groundedness ,
Models based on Recurrent elc.
Networks 3. Open source LLMs and

3. Pre-Trained Word

Embeddings

o 2000s-2010s

The Deep
Learning
Revolution
- O
S o=
s
1. Word2Vec, GLoVe, etc. word
embeddings
2. Transfer Learning through
pre-trained and fine-tuning
3. Attention Mecahnsim by
Bahdanau et al,
4. Transformers by Vaswani et al
5. BERT, GPT, and other models

o 2010s-2020s

frameworks J

Kamath et al. (2024)
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Foundational Models

* MovtéAa yia AAAEC TPOTILKOTNTEC
o Ewkovag (r.x. Dall-E, Stable Diffusion)
o'Hyxouv (speech to text)(rt.x. Whisper, Wave2Vec)
o MouowkA¢ (1.X. Suno, MusicLM)
o Bivteo (m.. Sora, Veo)
o Kwéwka (r.x. GitHub Copilot, Codestral)
o Napovuciaonc (.. Gamma, Canva)
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f Mastering the game of Go without
i human knowiedge
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550, 19.



AlphaFold
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Jumper, J., Evans, R, Pritzel, A., Green, T., Figurnov, M., Ronneberger, O., ... & Hassabis, D. (2021).
Highly accurate protein structure prediction with AlphaFold. Nature, 596(7873), 583-589.



AlphaFold
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PLOS DIGITAL HEALTH

RESEARCHAATICLE

Performance of ChatGPT on USMLE: Potential
for Al-assisted medical education using large
language models
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GPT-4 passes the bar exam

Daniel Martin Katz23-* Michael James
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In this paper, we experimentally evaluate the zero-
shot performance of GPT-4 against prior generations
of GPT on the entire uniform bar examination
(UBE), including not only the multiple-choice
multistate bar examination (MBE), but also the open-
ended multistate essay exam (MEE) and multistate
performance test (MPT) components. On the MBE,
GPT-4 significantly outperforms both human test-
takers and prior models, demonstrating a 26%
increase over ChatGP'T and beating humans in five
of seven subject areas. On the MEE and MPT, which
have not previously been evaluated by scholars, GPT-
4 scores an average of 4.2/6.0 when compared with
much lower scores for ChatGPT. Graded across the
UBE components, in the manner in which a human
test-taker would be, GPT-4 scores approximately 297
points, significantly in excess of the passing threshold
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ChatGPT-4: An assessment of an upgraded artificial intelligence chatbot
in the United States Medical Licensing Examination

Andrew Mihalache®, Ryan S. Huang®, Marko M. Popovic® and Rajeev H. Muni®*

*Temerty Faculty of Medicine, University of Toronto, Toronto, Ontario, Canada; "Department of Ophthalmology and Vision Sciences,
University of Toronto, Toronto, Ontario, Canada; “Department of Ophthalmology, St. Michael’s Hospital/Unity Health Toronto, Toronto,
Ontario, Canada

ABSTRACT KEYWORDS
Purpose: ChatGPT-4 is an upgraded version of an artificial intelligence chatbot. The performance  artificial intelligence; natural
of ChatGPT-4 on the United States Medical Licensing Examination (USMLE) has not been independ-  'anguage processing: United
ently characterized. We aimed to assess the performance of ChatGPT-4 at responding to USMLE  Stétes """“"mk""'”‘
Step 1, Step 2CK, and Step 3 practice questions. Saminaon; gpe-4
Method: Practice multiple-choice questions for the USMLE Step 1, StepKKandSupSwencom—

piled. Of 376 available questions, 319 (85%) were analyzed by ChatGPT-4 on March 217, 2023. Our

primary outcome was the performance of ChatGPT-4 for the practice USMLE Step 1, Slep 2CK, and

Step 3 examinations, measured as the proportion of multiple-choice questions answered correctly.

Our secondary outcomes were the mean length of questions and responses provided by

ChatGPT-4.

Results: ChatGPT-4 responded to 319 text-based multiple-choice questions from USMLE practice

test material. ChatGPT-4 answered 82 of 93 (88%) questions correctly on USMLE Step 1, 91 of 106

(86%) on Step 2CK, and 108 of 120 (90%) on Step 3. ChatGPT-4 provided explanations for all ques-

tions. ChatGPT-4 spent 308+ 11.85 on average responding to practice questions for USMLE Step 1,

23.0+94s per question for Step 2CK, and 23.1 £8.3 s per question for Step 3. The mean h of

practice USMLE muitiple-choice questions that were answered correctly and inc by

ChatGPT-4 was similar (difference — 1748 characters, SE = 59.75, 95%CI=[-100.09,135.04],

t =029, p=0.77). The mean length of ChatGPT-4's correct responses to practice questions was sig-

nificantly shorter than the mean length of incorrect responses (difference = 79.58 characters, SE =

35.42, 95%C! - [9.89,149.28), t — 225, p— 0.03).

Conclusions: ChatGPT-4 answered a remarkably high proportion of practice questions correctly for

USMLE examinations. ChatGPT-4 performed substantially better at USMLE practice questions than

previous models of the same Al chatbot.

Introduction Practice poim’

ChatGPT-4 Is an artificial intelligence (Al) chatbot recently o ChatGPT-4 answered 88% questions correctly on
developed by OpenAl. ChatGPT-4 and similar systems have USMLE Step 1, 86% on Step 2CK, and 90% on
the potential to lead to great infrastructural changes in sci- Step 3.

ence, similar to those seen with the release of the internet o ChatGPT-4 answered a remarkably high propor-
(Sanderson 2023). This Al chatbot recognizes virtually any tion of practice questions correctly for USMLE
context and conversates naturally with users, making it the exam‘u:ugns o -
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Bob’s wife is Amy. Bob’s daughter is Cindy.
Who is Cindy to Amy?

Cindy 1s Amy’s daughter-in-law., |-I

(a) Intrinsic hallucination

Explain RLHF for LLMs.

vl
')

RLHF stands for "Rights, Limitations, Harms, and
Freedoms" and is a framework for ...... models like
LLMs (Large Language Models).

(b) Extrinsic hallucination

)

Zhao, W. X., Zhou, K., Li, J.,, Tang, T., Wang, X., Hou, Y,, ... & Wen, J. R. (2023). A survey of large language

models. arXiv preprint arXiv:2303.18223.
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GPT-4 Turbo

With 128k context, fresher knowledge and the broadest set of capabilities, GPT-4 Turbo is
more powerful than GPT-4 and offered at a lower price.

Learn about GPT-4 Turbo 2
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On the Dangers of Stochastic Parrots:
Can Language Models Be Too Big? §
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ABSTRACT

The past 3 vears of work m NLP have hees charactenaed by the
developenest end deplovment of ever Larger language models o5
pecially Sor Enghub BERT o varumes GPT-273 wad athery meg
secestly Saxtch O Buse pobed e boundaraes of the possiile both
Srooeh echantwal meoyitoos sad teough dwes s2e Unng
these prettamed moadcls snd the metodobory of fne tusmyg thes
Sou speciic tesks, rescarchers have extended the state of the ant
on a wide arvey of tasks as messared by keadeshosnds om speci
benchenarks for Englad Bn thes paper we takie & ep back and ok
How bag = 300 big” Whit wre the poasible nidks sssoctated wh thus
techmnclogy sad what patte wov svalabie for sungating those ruks”
We provade rcomaundations axledmg woghesy e oo Tocmen-
tal and Bmancal costs Srt. Imvesting resocEces Bto Cuatmg and
cecdully docamentng datasets racher thas mpesting everythung oo
the weh carrying oot pre developomens exescuses evaluatog how
the plasoed sopeoach fits sto sescarch and devclopenent goals and
wpports stabiebolder valloes snd coconmaging sewesech disectons
beyund ever Lieper Liagsage models

CCS CONCEPTS

« Computing methodeloges — Naturs] language processing

AM Refctesce Focmat.

Exuiv M Semiey Tomest Cobes Angeima McAbilte Mawe and Shee

g Semechwl 2221 On e Daagers of Sackase Farssec Cam Langaage

Modeds Be Tow Bag” | I8 Confrormr on Furnen, Accountabiles snd Trans
Marh 528 201 Vietas! st Comade NOW. New

York ST UNA 14 pages bope. docong 90 1145 MCI 002

1 INTRODUCTION

Oue of the biggest Tends = sadsal laguape processisg (ONLP) bas
been the mcreasing sioe of language models (LMs) as measured
by the number of parameters aad uze of tramang data Sence 2018
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The Acther

slose. we Bave soen the emerpencs of BERT and s vasssens [
O T4 113 148] GPT-2 [Mw] T-NLG [112] GPT-3 (5] and senst
secently Swinch-C (3] with satitutions seemingly competng o
prodace ever larger LMa. Whale mvestigatmg propertaes of L\Ms and
bow they chunge wh soe holds scwsnSe sntesest snd Large 1A
Bave dhouwn smpron estenty o vamoos Ledo (320 e ad whether
encagh thoughs hus bees put 20 the poteasial ndis sasccited
wik Sevelopeng D and S2atogies To Silgse Taese ruka

We firn? consader esvwonmental risks. Echoing & line of recess
work outineng the eovnmmmental aad Szancial costs of deep lears-
mg systems [12%] we escowage the sesearch commmanity o praars
toe these mupucts One wiay thas cas be doow 3 by neporting coats
and evalusting werks hased oo the smoees of resouzces they con
s [57] Al we onnline = §3 corasing the ssvisenmsental and
Enancel codts of three models douhldy proravhers macrinalioed (oes-
munshes that are least Bkely %0 benefr from the progress achseved
by Large LMs amd most Bkely 20 be harmed by negative eavurons
mental consegquences of 25 sesowce consumption. At the scale we
e Scuiseng (outiined = §71 B St conafenation shoudd de e
enviteemeretyd civd

Jat as envirataental ipet scakes wigh madel wiv w0 does
the &Fculty of underanding what = m the traming &afa In §4
we docuss how Lepe datasets based om texts from the Internet
sverTrgersent hegemony Viewpomts and cocode buses potrmtiadly
dumaping to murmmalived populatons In collecting ever larger
datesets we rk mcwrrng docusestatee debt We reccansnend
S=alap sty Tharr todis 3 braldgtog foe cuzufaon end documwer stune
o the start of » propect and cody covating Stawets as hape - oo
b sufuaenthy documested

As ergued by Bender and Koller [14] 2 o smportant to under
stand the betations of 1 3 and pat thesr sucoess = context Thas
mot only helps seduce bype wiich can musiead the pobly and se
sesechers themuglves tegaeding the capabditees of tharse LM, bt
st cscossagy trw trseasch Ssectaoes that do not sercrsaazily
Seprmd on heving larper TM A we daemss = §5. LM are net
periormeng nateral aaguage undertanding (NLUL amd ondy have
sucvess = tasks that cxm be approached by mumspalatng bogess.
tx foem [14). Focenng oo state of the-art sesuls oo irsderboands




"ChatGPT is basically high-tech plagiarism. It's a system that accesses
and astronomical amount of data and finds reqularities, strings them
together. Looks more or less like what somebody could have written

on this topic. Basically plagiarism, just happens to be high-tech...."

https://www.youtube.com/watch?v=SJi4VE-OMoA
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Is Having Al Generate
Text Cheating?

Carlos Baquero onwhether using artificial intelligence
provides an unfair advantage to writers.

Carlos Baquero

On the Ethics of

Writing With Als

https://bit.ly/3EIW1J7
‘w August 3, 2022

-
Humans were always fragile creatures,
most of our success in the ecosystem
was driven by the efficient use of new
tools. When a new tool arrives that aug-
ments our capabilities, we often ques-
tion the fairness of using it. The debate
usually does not last long when the tool
has clear benefits. Boats have an advan-
tage over swimming, writing solves our
memoty problems, this paragraph was
improved using a grammar checker,
and so forth.

Text generated by Al tools, such as
GPT-3 (https://bit.ly/3e3icZQ), has seen
an impressive increase in quality, and
the Al-generated text is now hard to dis-
tinguish from human-generated text.
Some people argue that using Al-generat-
ed text is cheating, as it gives the user an
unfair advantage. However, others argue
that Al-generated text is simply another
tool that can be used to improve writing.

with the preceding text (go
in this article, all the Al-gene|
marked in italic). To make
more confusing, the Al-ge
can be further improved wit|
improve the grammatical p|
and choice of terms. At so
becomes hard to distinguis
what.

Blended Writing and Proy
We can place the question
blended writing with Als wil
acceptable approach to a m
use of our capabilities and
for spelling and grammatica
are now in everyday use and
any ethical concerns. Nevel
generated text, even if ace
an ethical standpoint, raise
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dance of tools for plagiarisi
(for the purpose of this art|
Al-generated text has beg
for plagiarism using Quetq
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long output, so the plagiarism check is

likely an abundance of care.

OpenAl, owner of GPT-3, does pro-
vide guidelines (https://bit.ly/3fvsnXd)
for content co-authored with GPT-3.
The gist is: Do no harm, refrain from us-
ing harmful content; clearly identify the
use of Al-generated content; attribute
it to vour name, vou are responsible for
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Is using ChatGPT cheating, plagiarism,
both, neither, or forward thinking?
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The recent emergence of ChatGPT has led to multiple considerations and discussions regar
and usage of Al. In particular, the potential exploitation in the educational realm must be con
proofing curriculum for the inevitable wave of Al-assisted assignments. Here, Brent Anders d

of the key issues and concerns.

Given ChatGPT's revolutionary capabil-
ities in answering virtually any question
and creating any type of text, its applica-
tion in education has been a topic of a
major amount of inguiry. | shared the
news of ChatGPT with many professors
as well as other people in academia,
and a majority of them went directly to
expressing how students would use it
for academic dishonesty. Yet, as a PhD
obtainer, a retired Army Sergeant Major,
and a life-long learner in academia for
over 20 years and having taken thou-
sands of classes (both face-to-face and
onling), | am always thinking like a stu-
dent. This made me contemplate an
ethical situation: the idea of a student be-
ing confronted by a professor, angry that
Al was used.

First, let's realize that most universities
have an academic dishonesty portion of
a student code of conduct policy that
goes something like this:

What could the student say to make his or
her defense? Something like:

“No professor, | am not cheating at all.
Al like ChatGPT is now freely available to
everyone, so why would anyone say that
using it is an ‘unfair academic advan-
tage'? An Al is not ‘another person’; it is
software, a tool. So why would | need to
attribute anything to it?”

| know that “a student must do their
own work,” and | did do the work.
Once | was given the assignment, |
thought about it and remembered what
program | should use that would be
best for the task (the ChatGPT Al). | un-
derstood how to properly go through
the process and applied my knowledge
in using the program effectively. | then
analyzed the result of the Al and evalu-
ated whether the Al results fully met the
overall rubric requirement. | finalized my
finished created product and turned it
in. So, this was a oreat assignment in

Another idea would
definition of cheating
text such as “cheating
of advanced original
when it is specifically
instructor for a given
would give more author|
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specific assignment. It
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In today’s world, some researchers and students have begun employing Astificial In-
telligence (Al) language models, e.g., ChatGPT, in ing a variety of ic tasks, i ing generating
ideas, summarising literature, and essay writing. However, the use of ChatGPT in academic settings is a
controversial issue, leading to a severe concern about academic integrity and Al-assisted cheating, while
scholarly communities still lack clear principles on using such innovation in academia. Accordingly, this study
aims to understand the motivations driving academics and researchers to use ChatGPT in their work, and spe-
cifically the role of academie integrity in making up adoption behavior. Based on 702 responses retrieved from
users of ResearchGate and Academia.edu, we found that ChatGPT usage is positively shaped by time-saving
feature, e-word of mouth, academic self-efficacy, academic self-esteem, and perceived stress. In contrast, peer
influence and academic integrity had a negative effect on usage. Intriguingly, academic integrity-moderated
interactions of time-saving, sell-esteem and perceived stress on ChatGPT usage are found to be significantly
positive. Therefore, we suggest that stakeholders, including academic institutions, publishers and Al language
models’ programmers, should work together to specify necessary guidelines for the ethical use of Al chatbots in
academic work and research.

1. Introduction

As a variant of GPT-3 (Generative Pre-trained Transformer 3),
ChatGPT is an extensive language model launched by Open Artificial
Intelligence (OpenAl) in November 2022, has become one of the most
crucial and unprecedented real-world Al platforms to date [1,2]. It
specificallv uses conversational chatbots to rapidly generate human-like

academic sphere [5,9]. One of the potential opportunities for such a
revolutionary platform is to assist scientists and researchers in gener-
ating ideas and overcoming writer's block [3] and as a system to auto-
mate time-consuming and repetitive content production tasks [10].
However, there are cri | challenges with using ChatGPT in academia:
the possibility of plagiarism and academic dishonesty [11]; [8]. Al
essav-writing platforms assist researchers and students in senerating
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ABSTRACT

The use of artificial intelligence in academia is a hot topic in the
education field. ChatGPT is an Al tool that offers a range of benefits,
including increased student engagement, collaboration, and acces-
sibility. However, is also raises concerns regarding academic hon-
esty and plagiarism. This paper examines the opportunities and
challenges of using ChatGPT in higher education, and discusses
the potential risks and rewards of these tools. The paper also
considers the difficulties of detecting and preventing academic
dishonesty, and suggests strategies that universities can adopt to
ensure ethical and responsible use of these tools. These strategies
include developing policies and procedures, providing training and
support, and using various methods to detect and prevent cheat-
ing. The paper concludes that while the use of Al in higher educa-
tion presents both opportunities and challenges, universities can
effectively address these concerns by taking a proactive and ethical
approach to the use of these tools.

Introduction

What is ChatGPT and when did it emerge?
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A New Era of Plagiarism

the Danger of Cheating Using Al
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Abstract—Recent

in Al algorithms has benefited
many industries, but they also brought some problems to fairness
in academic evaluation. Plagiarism is one of them, and little
research has been put into it. This paper examines Al tools that
can be used to plagiarize and preliminary findings using existing
plagiarism detection algorithms. We found that tools commonly
used to detect plagiarism in the academic field are vulnerable to
atlacks by these Al-based tools.

I. INTRODUCTION

Many industries have benefited from the recent development
of AL Some of them positively impact our society, few
applications are seen to abuse the technology. In the education
domain, it is observed that many tools utilizing recent devel-
opment of machine learning have emerged, and some of them
are particularly risky in promoting plagiarism. Tools of these
kinds cast shadows on whether we could still ensure fairness
in evaluating students’” learning outcomes. Instructors need
to know how to make their teaching strategy more effective
through these evaluations, and this is especially important in
the age of remote or online education.

Some widely used methods used to evaluate students’ learn-
ing outcomes are exams and homework assignments, including
projects and essays, and some types of them are specifically
vulnerable to the subject of plagi m. Take coding for exam-
ple. Recent developments in exten auto-code completion
could fill in the actual code with a few comments or a function
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Abstract

This paper shares results from a pedagogical experiment that assigns undergraduates to “cheat” on a final class essay by
requiring their use of text-generating Al software. For this assignment, students harvested content from an installation of

GPT-2, then wove that content into their final essay. At the end. students offered a “revealed” version of the ess

ay as well

as their own reflections on the experiment. In this assignment, students were specifically asked to confront the oncoming
availability of Al as a writing tool. What are the ethics of using Al this way? What counts as plagiarism? What are the con-
ditions, if any, we should place on Al assistance for student writing? And how might working with AI change the way we
think about writing, authenticity, and creativity? While students (and sometimes GPT-2} offered thoughtful reflections on
these initial questions, actually composing with GPT-2 opened their perspectives more broadly on the ethics and practice
of writing with AL In this paper. I share how students experienced those issues, connect their insights to broader conversa-
tions in the humanities about writing and communication. and explain their relevance for the ethical use and evaluation of

language models.

Keywords Language models - Plagiarism - Al literacy - Writing - Pedagogy - Ethics

“The question then becomes, whose writing is this;
who can take ownership? The answer to this question
is not easy to decide and seens 1o be more complicated
than the question of whether it is true or false. I don't
exactly have the right to claim ownership of it, but
will argue that all writers borrow ideas and style from
others.” (undergraduate student with GPT-2 italicized)

This paper shares results from a pedagogical experiment
that assigns undergraduates to “cheat” on a final class essay
by requiring their use of text-generating Al software. For
this assignment, students harvested content from an instal-

way? What counts as plagiarism? What are the conditions,
it any, we should place on Al-assistance for student writ-
ing? And how might working with AT change the way we
think about writing, authenticity. and creativity? While stu-
dents (and sometimes GPT-2) offered thoughtful reflections
on these initial questions, actually composing with GPT-2
opened their perspectives more broadly on the problems
and practice of writing with AL In this paper, I share how
students experienced those issues, connect their insights to
broader conversations in the humanities about writing and
communication, and explain their relevance for the ethical
use and evaluation of laneuace models.
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EpyoaAeia

* O Vygotsky nmpotewe tnv
avaAoyia GuoLkwv epyaleiwy
LLE TO TLOALTLOMLKA (TEXYVNTA)
epyaleia

* 21O TAOILOLO TNCG PUXOAOYLKNC
dpaotnplotntac, To cUBoAo
£XEL AsLTOUpylO avTiotolyn e
QUTH TOU €pYaAELOU OTNV
epyaoia




WuyxoAoywka EpyaAeia

«yAwooa: dtapopa cuoTNUATO
ap(UUNoNC’ UVNUOVIKEC TEXVIKEC'
aAyeBpika ouuBoAika cuotnuatTa”
EPYQ TEXVNG' Ypapn’

oxnuato” SLaYpPOoUUOTO" XOPTEC KoLl
unxovike oxedia” oAa ta €(6n twv
ouuBartikwyv onueiwv»

Vygotsky (1981a/1960, o. 137)
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“To madl apyilel va avtidauBavetal tov
KOOLO OXL UOVO UECW TWV UATLWV TOU
aAda emtionc ueow tn¢ yAwooacg”

Vygotsky (1978, p. 32)



«H kataktnon evoc YuyoAoyikou
gpyaleiou (...) avuwvel mavra
OUYKEKPLUEVN AELTOUpPYLO OE EVal
avwTtepo otadlo, emavéavetl Kol
OLEUPUVEL TN dpaoTnNPLOTNTA TNC Kol
gnavadlapoppwvel tn doun Kol To
UNXOVIOUO TNC»

Vygotsky (1981a/1960, o. 139)
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e ANOYEC OO TNV EVOWHATWON
JuxoAoyLkou epyaAeiou
O ELOAYEL VEEC AELTOUPYLEC, OL OTIOLEC

oxetilovtal LLE TOV EAEYXO TOU LOLlou Tou
epyaleiov

O KOBLoTA AVEVEPYECG UDLOTAEVEC AELTOUPVYLEG,
TO £PYO TWV OTIOLWV ETITEAEL TO Epyaleio

O OAAALEL MTUXEC TWV EUTIAEKOLLEVWV VONTLKWV
SLadLkaoLwY, AVTLKAOLOTWVTOC OPLOUEVEC
AeLtoupyiec pe AANEG

Vygotsky (1981b/1960)




* XOPOKTNPLOTLKA LLETAOYNUATIOUOU
oMua puokn (BroAoyikn) PuxoAoykn
AeLToupyla petaoynuatiletal os
TIOALTIOMLKN AELToupyla
oMa moAwtioptkn (texvntn)
JuxoAoyLkn Aettoupyia uTtepBaivel
T PUOLKA OPLOL TOU OPYOVLGOU




MAeovektnpota Mwoococ

e AUTAOC KOOUOC

e EunpoBetn dpaon

* Ecwtepkn 6paon

e Metadopa tAnpodopLwv



AutAO¢ Koopog

* OLavOpwmol elval og B€on va xelpifovtal avTKELPEVA TTOU

o Bplokovtol 0To OMTIKO ToUuC Ttedlo
o &€ Bplokovtal 0To OTTLKO ToUC eSO

gy 0 g T
ENGERH LI

SHID

L D
T B

|E R

b = T W 5 —
«"’f—"-_HIPLA Ivn ‘'




EunpoBetn dpaon

* OLavOpwrmol eivatl os Beon

o Na avadEpovtal o€ AVTLKELLEVO TTOU
b€ Bpiokovtal oTo OMTIKO TouC Iedio

o Na eA€yxouv tnVv avtiAnyn kat tn
HVAKN TOUG
o NoL EAEYXOUV TLC EVEPYELEC TOUG




Eowtepikn 6paon

* OLavBpwrol gival Lkavol yla vonTki
dpaon xwplc va umapyouv ta
QVTLKELMUEVO OTO OTITIKO TOUC TIESLO

o Mmopouv va eUTAAKOUV VONTIKA 0 SOKLUN
KoL AV

o MmopouV val EKTEAEGOUV VONTLKOUG
OUAAOYLOHOUC




Metadopa
ntAnpodopLwv

* H avBpwrvn eumnelpila Ko
yVwon KWOLKOTOoLELTOL 0T
vAwooo

* H yAwooa lval To KUpLO HECO
LE TO oToio autn n mAnpodopia
HETASIOETOL QTIO TN ULAL YEVLAL
otnv AAAn



Cheating?!

* To epwTNUA TNC EVioxuonc / emavénonc Tnc vononcg HE T
xpnon epyaAeiwv Al / GenAl eival BepeAlwdws eoparpévo

oH yAwooo ou XpNOLUOTIOLOUME HaC SLVETOL OTTO TOUC KOLVWVLKOUC
aAAouc, dev eival amoteEAeopa OLKNC MOC ETTLVONONC

oH yAwaooa €xeL 1dlotntec (cvotnua ouuBOoAwv Ka
QVOTIAPOCTACEWYV) TTOU UNTEPBAivVOUV TOV £QUTO



H puowkn yYAwooo amoteAEL TNV
TP WTOTUTILKN TIEPLITTWON
“kAomnc”



Mowa etvatl n dikn ooc Beon;



NeoL Tpomol
aAAnAsnidpaonc
ue "ketpevo"



ZWKPATNG: “kat ormoloc oAl mapadeyetal,
TTwC armo ta ypauueva Go Byel timote
kadapo kat BeBato, Ua eival moAu
antAOIKOG.... aipoU Vouilel TTWC Ol YPAUUEVOL
Aoyol elvatl kaTL 1To ToAU aro 1o vo
éavaduuilouv Ta mpayuaTa mou AEVE T
voapta o’ ekelvov rou ta éepet....” (0. 555)

)q) Y aSp 6oy M—Ld'rum’-ﬁﬁp WP Ua] gyl o

?\.ﬂ‘-—' mp:ﬁnpm%ﬁ“w?naun‘ﬁpimnnp&gm-rq—?{u
E\.IE-PV{-::UPLFPQIJQFMJ&W_. i ar_r-'frj Em-ﬁfPGU red,
peos m-r.{-ﬂnpfsp t:.u*ct[lﬂulubpm:hmwwwﬂﬁhm_
mrnf.rmu.r' q'x r;r[‘],rdp clonros - rﬁpmrq puc-m.-.pe;rr
VP mﬁmpﬁ-}-ﬁyq qrruphumanﬂfruumcrﬁmh.ﬁpep
ﬁpumrﬁm"l'uq&& Th:w‘ﬁhninpmuo.ﬁu[-mviﬂumhwi
nuu&h buuhﬂ.‘*fmtptu;t ML Aope- tmmn'}fmyq

'm-tLt:rq a nn;ax—n;kh'mpn*olrdah.ouq P ol %u,r aul
%ut:ap ot e ‘\;"C‘hiﬂu"" m:f:rp TEP{Lflmpumermﬂd
Ju ot r:.ut&rmrpluhma.lmuruu mnwyf;&h }16 yml

1':,[11‘1::11': 'T-l'l'[-":‘nﬁ I«':.h.raun ur\*—--.lu ;_uh::t,f.:nh {E. yup R, r_:;

-rf lun;tﬁp Guilm?? nyr‘t;!hﬂtpm'mapf:pm b Y

U‘fﬂﬂ" mrpmli.ﬁf.mlniprlJrnwpti.uf.u\y{'}uxxfu'-'n GfH

T L}'IDLI-HL-G {-LL- IEu[w_ﬂ-: R T }‘.byq y'-.lf: m CewIpleg firy l.tl.u

Pmp’r! ul:l ‘}rfi}.'r!ﬂtﬂﬂ" :[" f}h} PI:‘.U'_ILTI' 1"1}-1 mmﬂ{ph‘urﬁpl
[T Lmnj?{l,:uurilpml ,-;i.l F'n f~.1ﬁpu“-| L.m ﬂr_rurrtlll.[lh
'I-IIG.?", hﬂll]--f-hf]__tu_y_\ b _rl'}/'ﬂ.r.'l 1.:![_“.1':‘] O L-LLI'_% ll!lmﬂ'?\{'f;‘l‘q

}/ELLLI..a nann" i(_ﬂtrf rﬁﬂu aliwe: ui_.mmu; mu !":upf_l

P; untr:bplz.ﬁ'yd.ptu%'h {uﬂ L—uf[m e f" o%-i‘wt_i‘tup ﬁr_r L
court o C\{J[Jhﬂﬂlrcﬂinu)\n{ '}{\m Uym (5 h"}"-‘-;"-

-[—{L; mc{ p.E—r.u PR T4 ic:ln-' ».T];l .Jt::}l;n,.mu )Pr':upmd_r_u"un

%q ]..l-:‘q'tun'nr-r"::ﬂy“m‘.!puu“’pui“'iq !I 'rl:u. ""'-'“J. ?»:-1“"
!LDEJ‘.UL‘IC[ pu.i;n:utﬁf_rf,q Jrevtas lrrn?-,.}..ﬁ(;yh%{.u t
.-]'u:f petsiopi) LLE D AU YPuvosiapa fpdtug: oah



R TVEN T S R S

i;(/t q) }E@mﬁp&mrﬁhhmnm -B6p ;. dem}ugfu
;-.‘c.u mpﬁnm%mﬂmﬁpimufjﬁgmwtr
3\1511 "!‘W?ﬂ"ﬂilﬂlihﬂ’ﬂ'ﬁf f:ﬁﬂ*ﬁ‘jﬁm-ﬁfp(}u -
peos m-r.{-ﬂnpfsijm:r*ctﬁnulu.&; m:ﬁmwwwﬂ%l
' ) ’ ’ ’ ’ wu:mu.c'-' f{\ r:r[‘}rdpc-d-r.ﬂ':nm IG'PGLE"'-I Hﬂc-tmps
ZwKpatng: “Mati auto da 1o KaKo, DUIOPE, -~ yip&bxip&ibywamiprosios-tusdbobols,

7 ’ ’ ’ 1=t ims M" Tk o u
EXELTO ypayLuo Kat potalel pa tnv aAndeto Ue f;Lg\Jf:’:f;,m?:tu{’;;SEZLZ”‘L“L‘E‘ifiLT

T {wypa@ikn. Kt autnc da to Epyo OTEKOVTOAL = @Tdovioyarmpoiopriidiobgp: = durd
%ut;aijhmm: ‘L’Dhiﬂu‘“\ mr!:rp 'Tﬁf){lflmpnwgu e

Unpoota oou U ToAAN coBapo@avela. To (010 jucicodrwrprusumitiobo; NG hﬁy
KAVOUV AOUTTOV KOl OL YPOUUEVOL AOYOL: Tralg  Joperms wpootitiovomin <6outh ddioti. &y wpun

T :un;tﬁp oulimi¥n Dprpertpatoap E:; an- rf[m-:«-

onAadn vo MIOTEYELS MWEG QUTOL EYOUVE ciuounrpeihpoimiparcsiplusiny o siron
vonon Kat PIAAVE, av OUWE TOUC PWTHOELS ol iolenmtumm A6y typ doyupic

Pmp’r! m‘}rf.‘F}-'HCi{GU" :[" f}h}p:ﬂf'r[ t"*symmﬂ(ph‘ur{

KOTL yLa KElva tou A€VE, ylati JEAeicvato - benr aox o e 16 o L e
KATaAdBELC, SNAWVOUV povdxa Eva pAypa, — “Merfreitiyvediied ol lypmis

]/ELL.LI..a nanrr-' Eﬂ'l:r:!' I‘Frﬂu dalice: uI__nu:}':x; mu !"::1

to iblo nmavrorte.” (0. 554) ooy g o6 bcan o p o rispop oo

courd o C‘tugdﬂ-:rmmuum}‘r.{ "}.-,-:f\m WIS (5 hh-},
—~—<kstr Giel I-I.E-u.nhuuidn-';r;l DA A ul);-':upq_ut,_u”l
B pcwunr\rf—'a TS UVITEY puiq'lq P rrasoo ) ®
Pnpﬂuu:{ puj;nr_-n—‘(rflu Jron: [rru.;u,.},. -3;_;1,{“:%():3
:]ﬂ! pesiopii) LLE D AU '\Lpuud AP Ap it on



2wKPATNG: “Kat otav uta popd ypaptei,
KUALETOL TavToU kade Aoyoc, ouoLa Kol O€
gkelvouc tou tov viwdouv, Onwc Kol O€
gekelvouc rtaAL mou kaedodou dev touc talplalel,
kot Oev EEpel 0 (O1loC va AEyEL yla tolouc gival
Kol yla rtotouc Oev eivat. Kot otav tov
Ko Kouetayxelpi{ovtal Kat Tov KKKOAoyouv
adlKA, MAVTA EXEL XVAYKN OITO TOV MOTEPN
Tou yla Bondo, yiari o idtoc bev uropei oute
v’ auuviei oute va Bondnoet tov eauto tou”
(0. 554)
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Noam Chomsky - Advances in Al: ChatGPT | Human Brain

can you summarize the following text for me? "Noam Chomsky - Advances in Al: v
ChatGPT | Human Brain - YouTube
https://mww.youtube.com/watch?v=-NMR5JXp37k

Show drafts v )

Absolutely! Here's a summary of the transcript focusing on Noam Chomsky's views

on recent Al advancements and their relationship to understanding human language:
Chomsky's Key Points

« Al and language processing: While Al tools like Google Translate might be
helpful, they offer no insights into the actual nature of human language and
thought processes.

« Limitations of studying the brain: Understanding the human brain is extremely
difficult. We know little about its language-related constraints, in part because
ethical considerations prevent experimentation like those performed on animals.

« The brain's language centers: Research confirms that the brain has specialized
areas for language. These areas become active when processing languages that
follow structural rules found in real languages. This suggests our brains are

fundamentally wired to acquire and use language in a specific way.

In summary, Chomsky believes that while Al might advance in practical areas, it
offers little understanding of the unique complexities of human language and

the brain structures that supportit.
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% Copilot

v~ Analyzing the image: Privacy blur hides faces from Copilot
Certainly! The image you've shared depicts a vibrant and colorful field of wildflowers set against a backdrop of
majestic mountains and a bright sky. Let me describe it in more detail:

1. Foreground:

o The scene is dominated by blooming wildflowers in various shades, primarily yellow and purple.
o These flowers create a lively and picturesque display, their petals catching the sunlight.
o Different flower types contribute to the rich diversity of colors and shapes.

2. Middle Ground:

o Green trees and foliage add contrast to the vibrant blossoms.
o The foliage provides a sense of depth and balance to the composition.

3. Background:

o The mountains rise dramatically in the distance.
o Sun rays pierce through the sky, illuminating the landscape.

o The overall mood of the image is serene and awe-inspiring, inviting admiration for the natural beauty

captured.
It's a scene that evokes tranquility and appreciation for the wonders of nature. 1= 4

Is there anything else you'd like to know or explore? /==
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= NotebookLM

Sources @

Select all sources

Umberto Eco - Role of ...

Role of the reader - U. Eco

EAdd note E_lConvart all notes to source

[E% Saved Response

New note

Table of Contents: A Deep Dive into
Open and Closed Texts

I. Umberto Eco: The Role of the Reader

0. Introduction: Explores the concept of open
vs. closed texts, arguing that open texts en-
courage active interpretation while closed texts
attempt to control reader response, ultimately
succumbing to diverse interpretations anyway.

[E% Saved Response

New note

NotebookLM

< Share

is} Settings
+ Select all

[E% Saved Response

New note

The Open Work: Exploring the Role of
the Reader in Umberto Eco

Study Guide
Quiz

Instructions: Answer the following questions in
2-3 sentences each.

[E% Saved Response

New Saved Note

How does Eco define the "Model Reader" and their role in interpreting a text, particularly in cases of ambic >

= View Chat

1source

Start typing... >

NotebookLM can make mistakes, so double-check it.

¥ Notebook guide

https://notebooklm.google.com



NotebookLM

* [Mpoowriikoc BonBoc TN

* Pon epyaocioc
oMetadpoptwaon mnywv
olpotaocelg - I16€ec - Odnyol
oEpwtnoelc- AlavinoeLg
oAnavtnoelc pe Baon to ketpevo (RAG-based text generation)
oAnuovpyia Podcast
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Hugging Face

* ALadLKTUOKO armoBeTnpLo https://huggingface.co
oMovteAwv
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ComputerVision
=2  Depth Estimation 8 Image Classification
F%  Object Detection K Image Segmentation

[ Text-to-lmage [%  Image-to-Text

r2]

Image-to-lmage X Image-to-Video

Unconditional Image Generation X Video Classification
(o Text-to-Video [ Zero-5hot Image Classification

Bl Mask Generation % Zero-Shot Object Detection

N o MNatural Language Processing
) Text-to-3D & Image-to-3D

© Foature Extracti % K —_— #i  TextClassification &% Token Classification
mage Feature Extraction eypoint Dete

T — f TableQuestionAnswering  £9  QuestionAnswering

4 Zero-Shot Classification %,  Translation

™  Summarization E  Feature Extraction

. o . Multimodal
[7»  Text Generation & Text2Text Generation

T  Fill-Mask 22  Sentence Similarity [ Audio-Text-to-Text  [% Image-Text-to-Text

T Visual Question Answering

[ Document Question Answering [&  Video-Text-to-Text

hile

s Any-to-Any




Xpnon MovtéAwv ano Hugging Face

e JUvVOEON OTO UTIOAOYLOTLKO vVEDOC TN Google
 Qoptwon Zevapiov yia povtedo Flux (Avtiypoadn Kwdika)

e ExtéAeon Kwdika
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Flux: Large Vision Model

& Flux Al Tools lux Al Video Generator Photo to video ree Tools Flux Prompts Pricing Blog

Flux Al - Online Advanced Flux.1 Al

Erplm‘e Flux.1 Al, the next-gen ima enerator rivaling MidJourney Powered by
Flux 1.1 Pro Ultra, Flux 1.1 Pro, Flux.1 Pro, Flux.1 Dev and Flux.1 Schnell models.

—'\#

o~

Flux Al Image
rator
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Flux — Google Colab

O € flux.1-schnell_jupyter.ipynb

PRO

{x}

[0

File Edit View Insert Runtime Tools Help Savein GitHub to keep changes

+ Code + Text Copy to Drive

[1] # MeTagoptwon pHovTéhou, eyKATAoTdon BlBAroBnkav KTA
%cd /content

€:3 GD Share :EEZ)
RAM

voTE Ad + Gemini ~

!git clone -b totoro3 https://github.com/camenduru/ComfyUI /content/TotoroUI

%cd /content/TotoroUI

Ipip install -q torchsde einops diffusers accelerate xformers==0.0.28.post2

lapt -y install -qq aria2

laria2c --console-log-level=error -c -X 16 -s 16 -k 1M https

://huggingface.

co/black-Torest-labs/FLUX.1-schnell/ri

laria2c --console-log-level=error -c -Xx 16 -s 16 -k 1M https

://huggingface.

co/camenduru/FLUX.1-dev/resolve/main/

laria2c --console-log-level=error -c -x 16 -s 16 -k 1M https

://huggingface.

co/camenduru/FLUX.1-dev/resolve/main/

laria2c --console-log-level=error -c -x 16 -s 16 -k 1M https

://huggingface.

co/camenduru/FLUX.1-dev/resolve/main/

import random

import torch

import numpy as np

from PIL import Image

import nodes

from nodes import NODE_CLASS_MAPPINGS

from totoro_extras import nodes_custom_sampler
from totoro import model_management

DualCLIPLoader = NODE_CLASS_MAPPINGS["DualCLIPLoader"]()
UNETLoader = NODE_CLASS_MAPPINGS["UNETLoader"]()

RandomNoise = nodes_custom_sampler.NODE_CLASS_MAPPINGS["RandomNoise"]()
BasicGuider = nodes_custom_sampler.NODE_CLASS_MAPPINGS["BasicGuider"]()
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spaCy

* MeyaAo YAWOOLKO LLOVTEAO
o AvolktoU Kwoka / Bapwv
0 75+ YAWOOEC

o Pipelines: Tokenization, POS tagging, Dependency Parsing, NER, Entity Linking,
Sentence segmentation, Similarity

o Evowpatwoelg Ae€swv
o Kewpevikn opolotnta
o Tayutnta

o Alomiotia

https://spacy.io



spaCy@ Google Colab

O & spaCy _DEMO_4PMS.ipynb
PRO

W

E © 2 shae :D
File Edit View Insert Runtime Tools Help Saving..

RAM ___

+ Code + Text v v 4 Gemini A

Disk

[ 1 start coding or generate with AI.

To cevdplo autd poptwvel to MM tng spaCy yia ta EAANVIKA kat Sivel pepikd apabeiypata XpRong Tov otnv mpagn

MV 4o S E W
@ #Google drive mount
from google.colab import drive
drive.mount('/content/drive’)

5+ Drive already mounted at /content/drive; to attempt to forcibly remount, call drive.mount("/content/drive", force
[2] # install spacy 3.0.6 and greek large model

!pip install -U pip setuptools wheel

Ipip install -U spacy

# download large Greek model

!python -m spacy download el_core_news_lg

Requirement already satisfied: pip in /usr/local/lib/python3.1@/dist-packages (24.3.1)
Requirement already satisfied: setuptools in /usr/local/lib/python3.10/dist-packages (75.6.0)
Requirement already satisfied: wheel in /usr/local/lib/python3.16@/dist-packages (0.45.1)
Requirement already satisfied: spacy in /fusr/local/lib/python3.1@/dist-packages (3.7.5)
Collecting spacy
Using cached spacy-3.8.2-cp310-cp310-manylinux_2 17 x86_64.manylinux2014 x86_64.whl.metadata (27 kB)
Requirement already satisfied: spacy-legacy<3.1.0,>=3.0.11 in /usr/local/lib/python3.10/dist-packages (from spac
Requirement already satisfied: spacy-loggers<2.0.0,>=1.0.0 in /usr/local/lib/python3.10/dist-packages (from spac

[

v 0s completed at 2:36 PM ® X

https://colab.research.google.com
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