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This paper analyses the argument put that the world is becoming flatter from the perspec-
tive of economic geography and spatial economics. In order to do this, we consider the
variety of empirical evidence available, much of which appears to be prima facie rather
paradoxical. However, it is possible to reconcile all of the seemingly conflicting the evidence
by adopting the argument that the global economy simultaneously exhibits trends towards
both increasing globalization and localization. Cities are increasingly seen to be the critical
context for growth. Using diagrams, we demonstrate that analytically the global economy is
becoming even more curved.
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Introduction

Any paper that deals with issues relating to global-

ization faces the problem of what exactly is meant

by the term ‘globalization’. The various ways in

which globalization can be understood or inter-

preted either as a concept or a process are discussed

in detail elsewhere (MacGillivray, 2006; Steger,

2003) and as such will not concern us here. Instead,

this paper focuses specifically on the economic

issues surrounding certain aspects of globalization.

In particular, we focus on the economic geography

of globalization and analyse how changes in global

economic geography are related to various techno-

logical and institutional changes that are currently

taking place in the economy. The particular argu-

ment I take issue with is the notion that technolog-

ical changes now mean that the world is becoming

more similar and less differentiated.

O’Brien (1992) announced the ‘end of geogra-

phy’ and (Cairncross 1997) announced the ‘death of

distance’, although the idea that technological

improvements mean that geography and distance

have become of little or no importance goes back

to the early 1980s (Gaspar and Glaeser, 1998; Warf,

1995). In the 1980s, these arguments were also bol-

stered by observations of an urban–rural shift,

whereby increasing numbers of people and invest-

ments appeared to be moving away from major

cities and into smaller cities (Fothergill et al.,

1985). In 2005, however, these increasingly popu-

lar arguments were given an enormous boost with

the publication of Thomas Friedman’s influential
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best-selling book The World Is Flat. In this book

and its two subsequently updated editions, Friedman

(2007) argues that the world is becoming rapidly

flatter. His notion of ‘flat’ implies that we increas-

ingly observe greater similarity and greater homo-

geneity between people in different parts of the

world, and he bases his argument on 10 major po-

litical economy and technological phenomena.

These phenomena are the fall of the Berlin Wall,

the advent of the World Wide Web, the develop-

ment of work-flow software, the advent of upload-

ing and file sharing, the advent of out-sourcing, the

rise of off-shoring, the development of supply

chaining, the rise of third-party dedicated internal

logistics operations, the rise of information avail-

ability via search engines and the development of

wireless technology. Taken together, he argues that

since the year 2000 these 10 phenomena are rapidly

re-shaping the world in a way that is qualitatively

and quantitatively different to previous eras of glob-

alization. While other commentators have defined

the process of globalization using different time

markers (Crafts, 2004; MacGillivray, 2006; Steger,

2003), Friedman’s book has been singularly influ-

ential simply in terms of its popularity, and the

extent to which his ideas influence thinking in the

political and commercial arenas therefore requires

a careful and critical evaluation.

Although many of the political and technological

changes he points to began emerging one or two

decades earlier, his contention is that the fundamen-

tal changes wrought by these phenomena as a group

began to emerge really only since the beginning of

the twenty-first century. Friedman terms the era of

globalization that we are currently experiencing as

Globalization 3.0 and suggests that this era began

around the year 2000. Even though it is never

explicitly stated in his book, the motivation for

Friedman’s argument is actually primarily an eco-

nomic geography argument. His thesis that the

world is becoming flatter is because of his implicit

belief that the transactions costs associated with

overcoming space have fallen dramatically. These

falling spatial transactions costs are a result of both

technological and institutional changes, as captured

by his list of 10 crucial phenomena. However, I

would argue from the perspective of economic ge-

ography that Friedman is entirely wrong and I will

develop my argument on the basis of one critical

error in his thesis. Spatial transactions costs have

not fallen over recent years, but instead they have

changed. While technological changes have indeed

facilitated behavioural changes, I would argue that

the behavioural changes that are occurring are very

different to those posited by Friedman. The reason

for this is that rather than becoming flatter, I would

argue that the world has actually become more

curved.

In order to develop the argument, in the next

section the logic of Friedman’s thesis is reviewed.

We then reconsider how technological changes

have recently impacted on the shape of the world.

In order to do this the evidence is reviewed regard-

ing the extent to which technological changes have

changed the costs associated with engaging in ac-

tivities across geographical space. For Friedman it

is unambiguous; technology has reduced the costs

of engaging in activities across space, thereby flat-

tening the world. For urban economists and eco-

nomic geographers, things are far from being so

straightforward. On the basis of the evidence pre-

sented in the previous sections, an alternative ex-

planation is provided as to why and how the world

is becoming increasingly curved. The final sections

discuss who the real winners are from this increas-

ing curvature, and also outline a some additional

conclusions.

The world is increasingly flat?

The argument that Friedman develops is based on

a specific characterization of economic history and

economic geography that groups processes of glob-

alization into three major periods. The first period,

which he terms ‘Globalization 1.0#, he suggests

takes place between Columbus’s arrival in the

Americas in 1492 and approximately 1800, and

he argues that this era of globalization was domi-

nated by political power, engineering power and

the manpower of countries. In terms of economic

geography, Friedman argues that this era shrank

the world from ‘size large’ to ‘size medium’.
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According to Friedman’s thesis, the second era of

globalization, which he terms ‘Globalization 2.0#,
and which he suggests lasted from 1800 to 2000,

was dominated by the power of multinational com-

panies. In particular, it was spearheaded initially by

the English and Dutch joint-stock trading compa-

nies in conjunction with the Industrial Revolution

and subsequently extended by multinational enter-

prises from other parts of Europe and North America.

This era he argues shrank the economic geography

of the world from ‘size medium’ to ‘size small’.

This second phase of globalization was also split

by the hiatus of the two world wars and the inter-

vening 1930s depression, and this hiatus reveals

major differences in the logic and driving forces

of this second era of globalization. He argues that

the first period of Globalization 2.0, corresponding

approximately from the beginning of the 19th cen-

tury to the eve of the First World War, was domi-

nated by reductions in transport costs. The second

phase of Globalization 2.0, corresponding to the

period from the end of the Second World War to

the end of the 20th century, he argues was domi-

nated by the widespread adoption and diffusion of

communications technologies, originating with the

telegraph and telephone and leading to the personal

computer, satellite communications and early ver-

sions of the World Wide Web. The third era of

globalization, which Friedman argues began around

the year 2000 and which he terms ‘Globalization

3.0#, is dominated by the convergence of commu-

nications and computing technologies. In particu-

lar, the use of fibre-optic networks and advanced

satellite communications, along with distributed

software and Internet architectures, has changed

how communications take place globally. The era

of Globalization 3.0 he argues is characterized by

the role played by countries in Asia, rather than

Europe or North America, and dominated by the

power of individuals. This third era of globalization

transforms the economic geography of the world

from being a ‘size small’ to a ‘flat-world platform’.

To economic historians of various types, many of

Friedman’s characterizations of globalization eras

would appear to rather odd. Many scholars of the

early globalization eras would perceive the trading

company as being paramount, with the country

playing little or no role whatsoever. Business his-

torians (Chandler and Mazlish, 2005) and analysts

of multinational international business (Jones,

1996) would tend to break the 20th century alone

up into four or five fundamentally different sub-

periods, according to changes in the modes and

nature of foreign direct investment. In this ap-

proach, the recent creation of the internal European

Union (EU) market in 1992 and the development of

North American Free Trade Agreement in 1994

would be critical turning points. Similarly, the

global rise of the Japanese multinationals in the

1970s, followed by the Korean and Taiwanese

manufacturing multinationals and the Honk Kong

and Singaporean service multinational in the 1980s

and 1990s, would all be key turning points. Schol-

ars focusing on global migration behaviour (Hatton

and Williamson, 2005) would perceive the 1850s

and 1890s as critical break points in globalization

eras, driven fundamentally by individual concerns

rather than any questions related to country or

company. Banking historians would argue that the

validity of the network between individuals was

paramount right up until very recent times, with issues

of country or company being of little relevance. Sim-

ilarly, monetary historians would stress the ways in

which changes in the nature of credit have lead to

distinct eras in the globalization processes. As such,

the Darien adventure, the South Seas Bubble, the aban-

donment of the Gold Standard, the 1930s liquidity

crisis, the 1960s rise of the Eurodollar markets and

the 1984 Big Bang in London (Casson and McCann,

1999) would all point to pivotal changes in the eras of

globalization, none of which are fundamentally about

either countries or companies. Other vantage points

from which to view the history of globalization, such

as the history of the oil industry and energy industry,

the history of the nation state, the history of imperial-

ism, slavery, human rights, gender, culture, politics,

not to mention Marxist, structuralist or military histo-

ries, would also suggest quite different critical break

points that define eras of globalization.

As well as trends towards globalization, there are

also periods of anti-globalization. In economic terms,

the ratio of world trade to global Gross Domestic

Globalization and economic geography

353

D
ow

nloaded from
 https://academ

ic.oup.com
/cjres/article/1/3/351/385861 by U

niversity of Thessaly user on 04 N
ovem

ber 2022



Product (GDP) fell during the period 1929–1950,

while the ratio of foreign assets to global GDP de-

clined from 1914 onwards and was not attained

again until 1980 (Crafts, 2004). Understanding these

periods during which economies were relatively

closed is also critical for understanding the nature

and impacts of the current era of increasing open-

ness. Since the 1980s, the most notable feature of

economic globalization is the extent to which it

goes beyond previous peaks (Crafts, 2004).

Variations in the dates by which we might define

eras of globalization are not of themselves a prob-

lem. Different historical characterizations are essen-

tially a result of different theoretical perspectives.

Moreover, differences are likely to be driven not

only by differences in our analytical methodology

but also according to differences in the objective of

our analysis. As long as we are clear about our

perspective and the objective of our analysis, then

difficulties of interpretation should not arise. How-

ever, in the case of Friedman’s argument that the

The World Is Flat, the analytical perspective and the

objective of the analysis are somewhat conflated

and this leads to problems of both analysis and in-

terpretation. While Friedman talks about the impact

of technological and institutional issues on global-

ization, such as falling transportation costs, indus-

trial power, information and communications

technologies and the institutional role of the roles

of countries, companies and individuals, his char-

acterization of the eras of globalization is not pri-

marily based on issues of either technology or

institutions. Rather it is based on his perception of

changes in the behavioural principles that govern

business and economic logic during different time

periods. Technological issues are only a facilitator

for behavioural changes.

These behavioural principles are the reason why

Friedman curiously argues for two eras of global-

ization between 1492 and 2000, of which the sec-

ond era has two sub-eras between 1800–1914 and

1945–2000, which we will here call 2.1 and 2.2,

respectively, rather than simply arguing for three

eras of globalization prior to 2000 being denoted

as 1.0, 2.0 and 3.0, with post 2000 being Global-

ization 4.0. In particular, he argues that during

Globalization 1.0, the logic of behaviour was dom-

inated by the questions—where does my country fit

into global competition and opportunities? How

can I go global and collaborate with others through

my country? The emphasis on country as the refer-

ence point of the first era is fundamentally different

to the era of Globalization 2.0. Combining the sub-

eras 2.1 and 2.2, he argues that the reference point

for this second era was that of the firm. As such,

during this period he argues that the behavioural

questions had changed fundamentally to—where

does my company fit into the global economy?

How does it take advantage of the opportunities?

How can I go global and collaborate with others

through my company? Following this behavioural

logic, the reason that Friedman claims that around

2000 we entered a new era of globalization is that

he perceives that the reference point from which we

make ask questions and make decisions has very

recently once again changed from that of the com-

pany to that of the individual. As such, the current

questions Friedman perceives to dominate eco-

nomic logic are—where do I as an individual fit

into the global competition and opportunities of

the day, and how can I, on my own, collaborate

with others globally? In Friedman’s hypothesis,

the eras of Globalization 1.0, 2.0 and 3.0 are there-

fore characterized and distinguished primarily by

the behavioural emphasis on the country, the com-

pany and the individual person, respectively.

Through the lens of these apparently changing

behavioural perspectives, which Friedman sees as

being made possible by technological and institu-

tional changes, he then argues that the world is

already embarked on a new era of globalization

by which the whole world is increasingly becoming

flatter. As already indicated, the notion of ‘flat’ in

the Friedman thesis is a world with little or no

differences between people in different locations.

The notion of the flattening of the world is therefore

a world characterized by rapidly diminishing differ-

ences, the outcomes of which are greater similarity,

greater homogeneity, more equality and more

individual-level democracy.

It is the contention of this paper that in terms of

economics, Friedman is fundamentally incorrect.
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To explain why this is the case, it is first necessary

to consider how technological changes have re-

cently impacted the shape of the world. In particu-

lar, we need to understand how technological

changes have changed the costs associated with

engaging in activities across space. For Friedman,

it is unambiguous; technology has reduced the costs

of engaging in activities across space, thereby flat-

tening the world. For urban economists and eco-

nomic geographers, things are far from being so

straightforward.

Spatial transactions costs

The costs associated with engaging in and coordi-

nating activities across space can be termed spatial

transactions costs. In order to understand the ways

in which spatial transactions costs have changed

over recent years, we need to split spatial transac-

tions costs themselves up into three different types.

The first type of spatial transactions costs are the

transactions costs associated with moving goods

across geographical space. These are transportation

costs. The second type of spatial transactions costs

are the transactions costs associated with moving

knowledge and information across geographical

space. For the purposes of this paper, we will call

these knowledge-information transmission costs.

Both the first and second types of spatial transac-

tions costs, namely, transportation costs and

knowledge-information transmission costs are ex-

plicitly geographical in their construction in that the

costs incurred always depend on the distance cov-

ered. The third type of spatial transactions costs are

the transactions costs associated with moving

across national borders. These tariff costs are insti-

tutional costs and the tariffs associated with a

particular border crossing are not defined geograph-

ically. By this, I mean that the tariffs do not vary

systematically with the distance travelled before or

after arriving at a particular institutional border.

As such, from the perspective of economic geogra-

phy we can consider these costs to be fundamen-

tally aspatial in construction although explicitly

geographical in terms of their implementation

(McCann, 2005). The impacts of falls in this third

type of spatial transactions costs, namely the insti-

tutional costs, are discussed later. In this section, we

will consider only the first and second types of

spatial transactions costs, which are the transactions

costs that are explicitly dependent on distance.

Falling spatial transmission costs

A particular subset of spatial transactions costs are

those costs that are directly related to the costs of

moving goods or information across space. These

costs are dependent on communications and trans-

portation technologies and as a combined group we

can refer to these as spatial transmission costs.

Since the 1980s, we have seen dramatic improve-

ments in the ability of decision makers and planners

to coordinate activities across space. The primary

reason for these improvements has been the enor-

mous technological developments in information

and communications technologies, and many of

these issues are discussed in detail by Friedman.

Information technologies employing satellite and

fibre-optical technology allow for greater quantities

of information to be transmitted at much lower

costs than was previously possible. These develop-

ments have both increased market access for individ-

ual firms and also meant that complex operations

across diverse locations can now be managed both

more efficiently and effectively than was previously

possible. For industries trading specifically in infor-

mation, such as finance, advertising, marketing and

tourism, modern information technologies provide

new possibilities for the supply of information-based

services across a global market space. Market access

has therefore increased dramatically for huge num-

bers of firms trading in knowledge- and information-

based services. At the same time, these improved

technologies also allow decision makers to under-

take the coordination of spatial arrangements of ac-

tivities that were previously not possible, and this is

most noticeable in the case of the increasing off-

shoring and out-sourcing of many types of service

industry activities. This is evident in examples such

as international accounting, where New York banks

transfer their book-keeping requirements overnight

to firms in Ireland or India, in order to have them
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updated in time for the opening of the money mar-

kets the next day. Other examples include Silicon

Valley firms that subcontract software development

activities to firms in Bangalore India, while still

maintaining daily contact and control of the Indian

software development process from California.

These observations all imply that knowledge-

information transmission costs must have fallen dra-

matically over recent decades.

Similarly, there is also evidence that many of the

sectors that have benefited from the geographic dis-

persal possibilities associated with these technologies

are often sectors that are not specifically trading in

information. For example, advanced communica-

tions and control technologies have been widely ap-

plied to the management of supply chains, to

production and inventory scheduling control systems

and to logistics and distribution operations. The

types of firms that particularly benefit from these

technologies are those firms requiring the precise

coordination of complex networks of production

and distribution operations across large geographical

distances.

Comprehensive evidence across both countries

and time pointing towards falling spatial transac-

tions costs associated with the increased usage of in-

formation technology usage comes from Ioannides

et al. (2007). They find that the increasing use of

information and communications technologies over

time generally allows for an increased dispersion of

activities across space, thereby making city sizes

more uniform. It appears therefore that the impacts

of falling knowledge-information transmission

costs have been widely felt across a broad range

of sectors.

Evidence for falling spatial transmission costs is

also mirrored in the case of firms involved in the

movement of physical goods and commodities

across space. Transportation technologies have im-

proved dramatically over recent years. Examples of

this include the rapid growth in roll-on, roll-off

trucking technology, sophisticated gains in contain-

erization technology and capacity, rapid-turnaround

shipping and the increased speed and efficiency of

air transport technologies. Trade in parts and com-

ponents now accounts for around 30% of world

manufacturing trade, and the share of imports to

total inputs for US goods producing sectors has

doubled to 18% over the last two decades

(Venables, 2006). All of these technological devel-

opments would imply that the cost of moving goods

and commodities across space has fallen signifi-

cantly over recent decades. Indeed Glaeser and

Kohlhase (2004) suggest that the costs of transpor-

tation for goods fell by as much as 95% during the

20th century. Currently, over 80% of US shipments

occur in industries where transport costs are less

than 4% of the total value (Glaeser and Kohlhase,

2004). However, whether this is primarily due to

technology or markets is not entirely clear. Evi-

dence from France (Combes and Lafourcade,

2005) suggests that most of the transport cost reduc-

tions of the last three decades appear to be primarily

due to deregulation within the transport industries

rather than due to technological changes.

These various observations all point to falls in the

both costs of transmitting information across space

and also falls in the costs of moving goods across

space. According to Friedman’s logic, falling spa-

tial transmission costs lead to convergence across

space. The reason is that reductions in the real costs

of transmitting information and goods across space

imply that geographical peripherality is becoming

relatively less of a handicap to accessing global

markets. Indeed, there is much evidence to suggest

that such convergence is already taking place in

many parts of the global economy such as Europe

(Fingleton, 2003a) and USA (Higgins et al., 2006).

However, there is also a great deal of evidence

that points in the opposite direction (Brakman and

van Marrewijk, 2008). Although there are difficult

empirical issues associated with measuring conver-

gence (Higgins et al., 2006), the rate of convergence

in many arenas of the global economy appears to be

either surprisingly slow, non-existent, or even nega-

tive. If we follow the Friedman thesis, these obser-

vations would appear to be paradoxical, especially

when we consider the rate of development of com-

munications and transportation technologies. Yet,

the reason for these apparently paradoxical observa-

tions is that Friedman’s hypothesis is incorrect. The

fact that spatial transmission costs have fallen does
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not imply that spatial transactions costs have fallen.

Indeed, there is much evidence that suggests that

while spatial transmission costs have fallen, spatial

transactions costs have actually risen.

Rising spatial transactions costs

The argument that spatial transmission costs have

fallen while spatial transactions costs have risen is

based on one major argument and on three broad

sets of empirical evidence.

The theoretical argument that spatial transactions

costs have increased while spatial transmission

costs have fallen is that improvements in informa-

tion technologies themselves increase the quantity,

variety and complexity of the knowledge handled

and information produced. The increased quantity,

variety and complexity of the knowledge handled

and information produced itself increases the costs

associated with acquiring and then transacting this

knowledge across space. This is because much of

the information will originally have emerged from

knowledge of a non-standardized tacit nature, and

the acquisition and transmission of this type of in-

formation increasingly require greater levels of

face-to-face contact in order to maintain mutual trust

and understanding (Gaspar and Glaeser, 1998;

Storper and Venables, 2004). For many knowledge-

intensive activities, the required frequency of face-

to-face interaction has increased over recent years

(McCann, 2007; Storper and Venables, 2004), be-

cause the time (opportunity) costs associated with

not having continuous face-to-face contact have in-

creased with the quantity, variety and complexity of

the information produced. The outcome is that in

equilibrium, the optimized frequency of interaction

across space will have increased (Rietveld and

Vickerman, 2004) for many knowledge-intensive

sectors, thereby increasing the level of spatial trans-

actions costs for any given distance over which

communication takes place (McCann, 2007). The in-

creased importance of face-to-face contact is also

manifested in terms of the increasing development

of customized products or services. Lower transport

costs can be shown to imply that firms increasingly

switch to the production of higher quality customized

goods (Duranton and Storper, 2007), whose sensitiv-

ity to distance is greater than for standardized prod-

ucts. This is because the cost of providing a given

level of service quality becomes more costly with

distance (Duranton and Storper, 2007). Spatial trans-

actions costs as a whole will therefore have increased

because of the increasing importance of transacting

knowledge via face-to-face contact, even though the

spatial transmission costs of information have fallen.

This argument is also consistent with the point made

by Glaeser and Kohlhase (2004) that while the costs

of moving goods have fallen dramatically, the costs

of moving people have not.

This theoretical argument implies that even

though spatial transmission costs have fallen, the

relative advantage of proximity and accessibility

has increased, and the disadvantages associated

with geographical peripherality have also in-

creased. This theoretical argument is also consistent

with three broad sets of empirical evidence.

The first broad set of empirical evidence that

suggests that spatial transactions costs have in-

creased while spatial transmission costs have fallen

comes from the usage patterns of information and

communications technologies. Gaspar and Glaeser

(1998) find that the closer people are geographical

to each other the more they interact using informa-

tion technologies. Moreover, the extent of this in-

teraction is also associated with the local density of

the urban area, such that large dense urban areas

exhibit the greatest internal communications per

head (Gaspar and Glaeser, 1998). Additional anec-

dotal evidence in support of this argument comes

from the fact that many of the industries that are

most dependent on information technologies, such

as the advanced semiconductor-electronics industry

(Arita and McCann, 2000, McCann and Arita 2006)

and the international financial services industry, are

themselves among the most geographically concen-

trated industries in the world. Even Internet trans-

actions exhibit this localization behaviour (Blum

and Goldfarb, 2006). While for many activities in-

formation and communications technologies and

face-to-face contact are likely to be substitutes,

there are also therefore many activities or roles for

which information and communications technolo-

gies and face-to-face contact appear to be primarily

Globalization and economic geography

357

D
ow

nloaded from
 https://academ

ic.oup.com
/cjres/article/1/3/351/385861 by U

niversity of Thessaly user on 04 N
ovem

ber 2022



complements. Foreign direct investment in high

knowledge-intensive activities (Nachum and

Zaheer, 2005) appears to be complementary with

face-to-face interaction whereas low knowledge-

intensive activities use information technology as

substitutes for face-to-face interaction. Even IT-

services markets themselves exhibit this dual na-

ture, with some activities being closely related to

the need for face-to-face contact whereas others are

largely independent of the need for face-to-face

contact (Arora and Forman, 2007). Moreover, those

activities for which face-to-face contact and infor-

mation and communications technologies are com-

plements appear to be those activities located in

urban areas with extensive transportation infrastruc-

ture (Haynes et al., 2006). Further evidence that is

suggestive of this comes from the fact that fre-

quency of airline business travel between major

cities has increased more or less in line with the

growth in telecommunications usage between such

cities (Gaspar and Glaeser, 1998). The fact that

cities are increasingly being dominated by high hu-

man capital individuals (Berry and Glaeser, 2005)

implies that the importance of engaging in face-to-

face activities is positively associated with knowl-

edge levels.

The second broad set of empirical evidence that

suggests that spatial transactions costs have in-

creased while spatial transmission costs have fallen

comes from trade modelling. Empirical research on

distance costs finds that distance effects are not only

persistent (Disdier and Head, 2008) but also that

these persistent effects cannot be explained simply

by observing the behaviour of shipping costs. Using

a meta-analysis, Disdier and Head (2008) find that

bilateral trade exhibits an average elasticity of 0.9

with respect to distance, which implies that on av-

erage bilateral trade is nearly inversely proportion-

ate to distance. Given that a 1% rise in the share of

GDP accounted for by exports is associated with

per capita income increase of up to 1% (Frankel

and Romer, 1999), this average elasticity of trade

with respect to distance suggests that there are very

large proximity–productivity effects. Moreover,

Disdier and Head (2008) find that although distance

effects declined slightly between 1870 and 1950,

analyses employing recent data suggest that after

1950 they began to rise again. All of these empirical

observations are fundamentally at odds with the

Friedman thesis.

The most likely explanation for these persistent

distance effects is associated with the issue of time.

Hummels (2001) and Deardorff (2003) suggest that

the influence of time on trade is increasing. Time in

transit is costly, being up to as much as 0.5% of the

value of the goods shipped per day (Hummels,

2001). The high cost of time in transit comes partly

from the costs of carrying stock and also from the

likelihood that long transit times reduce the reliabil-

ity and predictability of deliveries (McCann, 1998;

Venables, 2006). It also makes firms slower to re-

spond to changing demand conditions or costs lev-

els (Venables, 2006). Since the early 1980s, the

opportunity costs of time appear to have increased

for both household and industrial consumers (Best,

1990; Piore and Sabel, 1984). Consumer demand

requirements are becoming ever more sophisticated

and exhibit an increasing preference for retail serv-

ices characterized by reliability, timeliness and

quality of service. Modern household and industrial

consumers now require a level of service custom-

ization and delivery speed which is only possible by

employing more frequent shipments of goods

(McCann, 1998). This accounts for the almost uni-

versal trend towards just-in-time (JIT) type systems

of shipments, which allow for total quality manage-

ment principles to be applied on the basis of mini-

mum inventory supply chains (Schonberger, 1996).

Over the last three decades, these JIT logistics and

distribution systems have spread progressively

from the Japanese automotive industry into almost

all modes of global manufacturing, retailing and

distribution. Obviously, the increasing sophistica-

tion of both consumer preferences and also the ad-

vanced logistics systems responding to them are

mediated by the advances in communications and

transportation technologies. Airfreight accounts for

a third of US imports by value and 25% of African

exports (Venables, 2006), and for the USA, the

value of time saved by airfreight and containeriza-

tion has been estimated as some 12–13% of the

value of the goods (Hummels, 2001).
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Further empirical evidence suggesting the spatial

transaction costs involved in shipping of goods

have increased over the last two decades, comes

from the analysis of logistics costs as a whole,

rather than simply observations of transport costs.

Logistics costs are the combined costs of all the

transportation, storage and inventory-handling

costs that are associated with moving goods across

geographical space, and these are not only much

greater than transport costs but also are related to

the costs of both time and space (McCann, 1998).

Firstly, logistics activities accounted for 16% of

global GDP in 2000 and 18% of European GDP

(Leinbach and Capineri, 2007). Moreover, during

the 1990s, the growth rate for the logistics sector as

a whole was of the order of 6% per annum (Lein-

bach and Capineri, 2007). Between 1987 and 1995,

there was a 60% increase in outsourced dedicated

third-party logistics operations (Chatterji and Tsai,

2006). Secondly, relative to the value of output

(Shonberger, 1996), the average inventory levels

for almost all manufacturing and distribution sec-

tors in the developed world have fallen dramatically

since the 1980s. This implies that the average lead

times of goods–shipments have fallen over recent

years, with a concomitant increase in goods–

shipment frequencies. Thirdly, by carefully disen-

tangling the various components of transport costs,

Hummels (1999) demonstrates that for many sec-

tors, the proportion of global output that is

accounted for by the combination of logistics and

transportation activities has not fallen over recent

decades. More specifically, while the transportation

cost component of bulk materials has indeed gen-

erally fallen, in the case of manufactured goods

there is evidence that this proportion has actually

increased over the recent decades, in spite of the

improvement in transportation and logistics tech-

nologies (Hummels, 1999). Fourthly, industries

that are very dependent on JIT shipments have

tended to reorganize their trade patterns in favour

of geographically close suppliers and customers

(McCann, 1998; McCann and Fingleton, 1996).

Moreover, this behaviour is even evident in indus-

tries in which the product value–weight ratios are

extremely high and for which transport costs typi-

cally account for less than 1% of value (McCann

and Fingleton, 1996). In other words, increasing

localization behaviour is present even in the very

industries that proponents of the flat world thesis

would have deemed it to be entirely unnecessary.

The third broad set of empirical evidence that

suggests that spatial transactions costs have in-

creased while spatial transmission costs have fallen

comes from observations of urban growth. The role

of urban scale and centrality appear to be becoming

ever more critical as sources of economic growth.

Over the last three decades, the increasing im-

portance played by cities as engines of national,

regional and global economic growth is demon-

strated by the fact that the proportion of people

living in urban areas has increased in all parts of

the global economy (Richardson and Bae, 2005).

The number of cities in the world with a population

of more than 1 million went from 115 in 1960 to

416 in 2000; for cities of more than 4 million, the

increase was from 18 to 53, and for cities of more

than 12 million was from 1 to 11 (Venables, 2006).

By 2006, for the first time, more people in the

global economy lived in urban areas than in non-

urban areas (Mastercard, 2007). This unprece-

dented urban growth suggests that it is becoming

increasingly important for firms and people to be

clustered together, and in particular, for high skills

and high knowledge workers and firms to be clus-

tered together. Recent evidence suggests that not

only is there an increasing share of university-

educated human capital living and working in cities

(Berry and Glaeser, 2005), but that this proportion

of university-educated workers is also correlated

with the existing human capital stock (Berry and

Glaeser, 2005) and both are correlated with the

growth of the city (Berry and Glaeser, 2005;

Glaeser and Shapiro, 2003; Glaeser et al., 1995;

Shapiro, 2006). In USA, there is no evidence of

the levels of high school human capital playing

any role whatsoever (Shapiro, 2006), and this sup-

ports the argument that it is tertiary educated human

capital that is now crucial from a regional devel-

opment perspective. Cities are increasingly being

dominated by high human capital individuals as

increasingly mobile workers respond to the
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increasing wage premia associated with high value-

added knowledge work in cities. After conditioning

on individual characteristics, it is clear that wages

are indeed higher in high human capital cities

(Shapiro, 2006). Furthermore, US cities are found

to be becoming more dissimilar in terms of their

human capital composition (Berry and Glaeser,

2005) such that regional divergence appears to

have superseded previous decades of regional

convergence (Berry and Glaeser, 2005).

Further evidence in support of the argument that

access to cities is becoming increasingly important

comes from US counties (Partridge et al., 2007)

and European sub-national regions (Caniels and

Verspagen, 2003). In both cases, local growth is

found to be directly related to an area’s proximity

to major urban centres. Meanwhile within Europe,

investment capital and information have become

more concentrated in capital cities and large urban

centres during the very decades that advances in

technology and deregulation trends have rendered

both factors more mobile (Rodriguez-Pose, 1998).

As discussed above, the reasons for this appear to

be that urban areas are increasingly seen to be sour-

ces of productivity growth (Ciccone and Hall,

1996; Fingleton, 2003b) due to their role in facili-

tating the production of knowledge, human capital

interaction (Berry and Glaeser, 2005) and the gen-

eration of innovations (Acs, 2002; Carlino et al.,

2007). A doubling of city size is associated with

a productivity increase of some 3–8% (Rosenthal

and Strange, 2004), such that moving from a city of

50,000 to 1 of 5 million is predicted to increase

productivity by more than 50% (Venables, 2006).

The results of all of these changes are that while

between-country inequality has been falling over the

last three or four decades (Crafts, 2004), within-

country inequality has actually been increasing since

the 1980s (Brakman and van Marrewijk, 2008). Al-

lied with the fact that the rate of convergence be-

tween advanced economies has slowed down since

the 1980s (Cappelen et al., 2003; Greunz, 2003), the

result of the increasing importance of urban areas is

that economic convergence at a continental scale

coexists in many cases with increasing divergence

at sub-national local and regional scales.

As well as urban scale, however, there is also

increasing evidence that economic growth at the

international scale is also being increasingly domi-

nated by networks of particular major urban

centres, often referred to as ‘global’ cities (Button

et al., 2006; Sassen, 2001). These urban centres are

locations which not only exhibit significant ag-

glomeration advantages but also primarily interact

with other similar globally-oriented cities in other

countries, rather than with other smaller urban

centres within their own countries, which tend to

be oriented more towards the provision of local

goods for local markets. In many sectors such as

financial services (COL 2007a, COL 2007b; Mas-

tercard, 2007), there is already much evidence that

global markets are increasingly dominated by net-

works of global cities (Sassen, 2002) such as

London, Paris, Tokyo, Sydney and New York. The

increasing relative dominance of these global cities

appears to be associated with the density of knowl-

edge (Simmie, 2004) and information technology

assets in the city (Button et al., 2006; Sassen,

2002). Moreover, empirical evidence suggests that

the importance of major urban nodes (Limtanakool

et al., 2007) within such networks is also reinforced

by the existence of hubs within the global air

(Burghouwt, 2005; COL, 2002), rail and marine

transportation systems (Leinbach and Capineri,

2007). In addition, there is evidence that the perfor-

mance of these dominant global cities is also playing

an increasingly important role even with respect to

their own hinterland national and continental econo-

mies (BTRE, 2004; COL, 2005a; COL, 2006a; COL,

2007c; Glaeser, 2005; HMT-DTI, 2001, 2003).

All of this evidence regarding not only the im-

portance of urban growth but also the development

of networks of global cities point to the conclusion

that geographical proximity is becoming increas-

ingly important over time, even as transportation

and communications technologies improve. These

observations therefore provide further indirect sup-

port for the argument that spatial transactions costs

have increased while spatial transmission costs

have fallen.

The three broad sets of evidence presented here,

regarding firstly, the complementarity between
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telecommunications technologies and accessibility,

secondly, the persistence and even increase of dis-

tance effects, and thirdly, the increasing dominance

of both the scale and network aspects of urban

centres, all point in a very different direction to that

of Friedman’s flat world thesis. These three broad

sets of evidence all imply that in many contexts,

spatial transactions costs have increased. Using

Friedman-type terminology, the world has become

steeper, not flatter.

The world is increasingly convex

As Friedman documents extensively, there is an

enormous amount of prima facie anecdotal evi-

dence that globalization is making the world flatter.

However, as we see here, adopting a more sophis-

ticated economic interpretation implies that there is

also mounting evidence that the world is becoming

steeper. The global economy therefore appears to

be currently characterized by two opposing trends,

namely, the trends towards both globalization and

localization. What are we to make of these appar-

ently conflicting pieces of evidence and which of

these two opposing trends is likely to be dominant?

A careful assessment of the variety of evidence

available to us supports the argument that the out-

come of these two opposing will actually be differ-

ent in different situations. In particular, the global

economy appears to be simultaneously character-

ized both by global flattening and local steepening

(McCann, 2005), the outcome of which is to make

the world more curved, and in particular, convex.

The following sections will explain this point.

The preceding sections provide a range of argu-

ments and evidence which suggest that in many

cases spatial transactions costs have increased at

the same time as spatial transmission costs have

decreased over recent decades. However, these ap-

parently conflicting conclusions can be easily rec-

onciled. Different types of changes in transactions

costs have tended to take place in different types of

sectors, activities and contexts, and there are regu-

larities to the pattern of these changes. Most of the

evidence for falling international and geographical

transactions costs relates to trade in relatively stan-

dardized types of activities and goods. These are the

sectors in which the nature and frequency of the

spatial transactions undertaken have not changed

fundamentally over time. This is typically the case

in industries producing semi-finished or finished

manufactured products at mature stages within the

product cycle, or service industries characterized by

relatively routine activities in which the nature of

the information being transacted itself is rather stan-

dardized. In these cases, geographical peripherality

appears to be less of a disadvantage than it might

have been previously, and the world appears to be

getting flatter. These are exactly the activities that

currently dominate the present off-shoring trends

(COL, 2005b), comprising largely Leamer’s

(2007) ‘manly man’ work in manufacturing. On

the other hand, in sectors where demand lead times

have fallen dramatically, or in industries in which

there has been an increasing variety and complexity

of information associated with the customization of

products and services, spatial transactions costs ap-

pear to have risen. In these sectors, which corre-

spond to Leamer’s (2007) ‘geek work’, the world

appears to be getting steeper. As such, the off-

shoring or out-sourcing of these types of activities

is actually less possible nowadays than might pre-

viously have been the case (COL, 2005b).

As we have already seen, many of these high

value-added sectors are those that are increasingly

dominated by major urban centres operating as

hubs within global transportation and communica-

tion networks. The reasons for this are associated

primarily with the combined existence of both lo-

calized agglomeration economies and transport

economies of scale and distance (McCann, 2005).

The evidence in favour of the contemporary role

played by agglomeration economies in shaping

economic geography is now so overwhelming that

it is more or less beyond question (Venables, 2006).

However, not all sectors benefit from the combina-

tion of agglomeration and transportation economies

in the same way. Taking a broad view of spatial

transactions costs, it appears that the output spatial

transactions costs for most goods and services have

fallen. At the same time, the spatial transactions

costs associated with the high knowledge inputs

Globalization and economic geography

361

D
ow

nloaded from
 https://academ

ic.oup.com
/cjres/article/1/3/351/385861 by U

niversity of Thessaly user on 04 N
ovem

ber 2022



required for high value-added outputs have in-

creased (McCann, 2005). This is because high-

value knowledge inputs, and particularly those em-

bodied in human capital, tend to be increasingly

localized. As such, the general pattern we currently

observe is one of increasing globalization of both

high value-added outputs and low value-added

inputs, along with an increasing localization of high

value-added inputs (McCann, 2005). The result is

that high value-added outputs are only produced in

a limited number of locations and then sold all over

the world, while low value-added outputs can be

produced all over the world.1 The combination of

these two opposing forces in different contexts gen-

erates increasing convexity, and this can be

explained with the help of two diagrams.

Figure 1 depicts a one-dimensional economy ge-

ography model of the global economy that spans

the distance AB. In this particular spatial economy,

there are three cities, X, Y and Z. Cities X and Z are

larger than city Y, and all three cities exhibit two

types of production, namely high-value goods and

services H and low-value goods and services L. The

associated bid-rent curves for the production of

each respective goods produced by each city are de-

noted in Figure 1 as BRXH for the high-value goods

produced in city X, BRXL for the low-value

goods produced in city X, BRYH for the high-value

goods produced in city Y and BRYL for the low-

value goods produced in city Y, BRZH for the

high-value goods produced in city Z and BRZL for

the low-value goods produced in city Z. As cities X
and Z are larger than city Y, this implies that there is

both a larger local market and also more competi-

tion for each good in cities X and Z than in Y. The

result is that at the central city market locations of X
and Z, land prices are higher for the production of

each good H and L than at Y, and the bid-rent curves

for both goods H and L produced by X and Z extend

further than those associated with Y. The economic

geography of the global economy AB is such that

the spatial production area for good L in city Y,

denoted as YL, accounts for the less than one-third

of the total economic geography of production of

the low-value good L. Meanwhile, cities X and Z
each account for more than one-third of the eco-

nomic geography of production of the low-value

good L, with the respective production areas

denoted as XL and ZL. In addition, city Y also has

a very small local production area YH for good H,

while cities X and Z have much larger local pro-

duction areas, denoted as XH and ZH, for the high-

value good H. The equilibrium land prices at each

location in the global economy AB are given by the

envelope of the individual local bid-rent curves, and

this is depicted in Figure 1 in bold.

Figure 2 depicts the situation in response to the

types of globalizing and localizing trends discussed

above. As we have seen, falling spatial transmission

costs apply primarily to low-value goods. This

means that the equilibrium bid-rent curves for the

production of these goods becomes shallower. In

Figure 1. A three city one-dimensional economic geography. Figure 2. Globalization, localization and economic geography.
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Figure 2, the shallower sloping bid-rent functions

for the production of low-value goods and services

L imply that such activities can be profitably un-

dertaken in all locations. This is the spatial econom-

ics application of Friedman’s thesis. However, this

is not the end of the story. The reason is that the

actual global distribution of production and activi-

ties depends on the interaction between this flatten-

ing effect and the other opposing localization trends

discussed above. If we consider the localizing ten-

dencies regarding the production of high-value

goods and services H, the arguments above imply

that the production of these goods and services will

benefit from location-specific agglomeration econ-

omies. The existence of agglomeration economy

advantages as well as increasing spatial transactions

costs in the production of high-value goods and

services H means that the land in the major urban

areas X and Z is increasingly dominated by the pro-

duction of these high-value goods. Cities X and Z
expand outwards, the production of high-value

goods is concentrated in just two locations X and

Z, and the bid-rent functions associated with the

production of these high-value goods become

steeper. The production location Y, which previ-

ously had a local dominance in both the production

of low-value L and high-value H goods for its own

hinterland area, now disappears as an independent

production centre. Instead, the whole region be-

tween C and D now continues to function simply

as a location for producing low-value goods and

services L. The interval CD corresponds with the

‘flat terrain’ of Leamer (2007), while X and Z cor-

respond to the ‘hills and mountains’ of Leamer

(2007). As Fujita et al. (1999) demonstrate, the rea-

son for this is that when agglomeration economies

are allied with falling spatial transmission costs, the

existence of agglomeration economies can lead to

situations in which intermediate production loca-

tions such as Y disappear altogether. This is partly

because the previous economic raison d’etre of the

former intermediate production location now disap-

pears, and also because the low distance costs now

no longer provide any possibility for ‘protection’

from the major urban centres and the maintenance

of limited local monopoly power. In the presence of

agglomeration economies, the same result can also

be generated in a situation where border tariffs are

reduced or removed. Therefore, the combination of

both falling transport costs and falling tariffs rein-

forces the whole process.

The equilibrium land prices at each location in

the global economy AB are given by the envelope

of the individual bid-rent curves, and once again as

with Figure 1, these are depicted in Figure 2 in

bold. As we see, the envelope rental curves are

now far more curved than previously. In particular,

they are now far more convex. Assuming that land

prices and labour prices are highly correlated, be-

cause of the need to maintain local real wages at

competitive levels, we can assume that the enve-

lope land price curves also closely resemble the

spatial variations in both local incomes and also

local productivity levels. The differences between

the major centres and the relatively smaller centres

will tend to increase. This is not to say that all

major centres will increase relative to smaller

centres, as it will also depend on the range of tech-

nologies and industries evident in particular cities,

as different industries and technologies rise and

fall over time. However, the arguments outlined

earlier still do imply that globalization will lead

to increasing differences between the fortunes

of regions and cities even within the same

country. This is because particular major urban

centres will benefit from the increasing scale

advantages associated with being nodes in global

trade networks.

We can also consider the effects of these various

changes in spatial transactions costs on the distri-

bution of income and productivity. In Figure 1, if

the areas denoted as XL, YL and ZL also define the

borders of the individual national or regional mar-

ket areas within the global economy AB, the transi-

tion from the environment depicted in Figure 1 to

the environment depicted in Figure 2 would imply

that the differences between the countries had in-

creased, resulting in income or productivity diver-

gence. On the other hand, if there were only two

countries, whereby one country or region contained

only city X and the other country or region just

contained both cities Y and Z, the transition from
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the environment depicted in Figure 1 to the envi-

ronment depicted in Figure 2 would imply that the

differences between the two countries had de-

creased, resulting in income and productivity con-

vergence. As such, the outcomes depend in part on

the definition of the spatial units, and this is known

as the modifiable unit area problem (Openshaw and

Taylor, 1979). Moreover, it is now accepted that

either cohorts of countries or cohorts of regions

can group together into convergence clubs, with

rather different long run growth trajectories. Glob-

ally, however, observation of the increasing con-

vexity of the envelope curves demonstrates that

the transition from the environment depicted in

Figure 1 to the environment depicted in Figure 2

is associated with increasing inequality across

space. Therefore, from the perspective of economic

geography, as we move to a world of falling spatial

transmission costs for trade in low-value goods and

routine activities while at the same time increasing

spatial transactions costs for activities and trade

associated with high-value goods and services, the

world will becomes more convex and more un-

equal. The new rounds of unevenness are therefore

superimposed on the previous spatial structure

(Warf, 1995).

Note, however, irrespective of the areal defini-

tions employed, the above transition from Figure 1

to Figure 2 implies that the distribution of city

sizes would become more concentrated and the sur-

viving city sizes more similar, such that the rank

size exponent moves above unity. The reason is that

many of the intermediate and intervening locations

denoted as Y will disappear while the surviving

locations X and Z will become more similar. Nor

is this argument restricted to advanced industrial-

ized economies, as witnessed by the rising interna-

tional importance of centres such as Shanghai,

Mumbai, Sao Paulo and Moscow. As such, this

argument regarding the growing importance of ma-

jor cities relative to other locations is also consistent

with the Lucas (2000) hypothesis that the 21st

century will see a rapid rise of much of what is

currently the developing world. However, the argu-

ments underlying new economic geography and

new institutional economics imply that the spread

effects to the developing world will continue to be

relatively restricted (Crafts, 2004).

The characteristics of increasing
convexity

The analysis above suggests that increasing con-

vexity is a much more likely characterization of

the economic geography of the current globaliza-

tion process than is the Friedman’s flattening world

thesis. Moreover, it is obvious that convex, in the

sense described here, does not necessarily imply

smooth curvature, and could just as easily be char-

acterized by spiky peaks. However, if the flat world

thesis cannot be substantiated then what does an

increasingly convex world imply? In order to an-

swer this, we need to reconsider the nature of the

phenomena that motivate these types of arguments.

The basic problem with the Friedman thesis is

that the 10 phenomena around which he bases his

argument are a mixture of causes and effects, or of

inputs and outcomes. In order to simplify the argu-

ment, we can reorganize the 10 phenomena that

Friedman argues have made the world flat into three

different groups. The first grouping represents in-
stitutional changes, and in Friedman’s menu this

grouping comprises just the fall of the Berlin Wall.

The second grouping, which represents technolog-
ical changes, in Friedman’s menu comprises the

advent of the World Wide Web, the development

of work-flow software, the advent of uploading and

file sharing, the rise of information availability via

search engines and the development of wireless

technology. The third grouping represents organi-
zational changes, and in Friedman’s list comprises

the advent of out-sourcing, the rise of off-shoring,

the development of supply chaining and the rise of

third-party dedicated internal logistics operations.

In terms of institutional changes, any phenome-

non that has recently lead to falling tariff barriers or

the opening up of new markets can be considered

potential causes of a changing global economic ge-

ography. Yet, as well as the collapse of the Berlin

Wall, following the arguments in the previous sec-

tions, it also makes far more sense analytically to

include all institutional changes that have opened
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up markets over larger spatial arenas within the

global economy. The emergence of the transition

economies brings some 260 million workers into

the global labour market for the first time. In addi-

tion, the opening up of China brings some 760

million and the liberalization of India, another

440 million into the market (Venables, 2006). How-

ever, in terms of both competitive and regulatory

issues, just as important as these phenomena is the

development of trans-national free trading arenas.

These institutional changes have lowered tariff bar-

riers across a wide range of trading links and allow

multinational firms to increasingly achieve econo-

mies of scale and their host countries to benefit from

increased competition. As such, the creation of the

EU internal market in 1992 and the formation of

NAFTA in 1994 are critical moments in their own

right within the global trading system, as well as

heralding other similar developments such as MER-

COSUR and ASEAN. Yet, as already demonstrated,

in the presence of agglomeration economies, the

creation of trans-national trading areas within which

tariff barriers are reduced actually increases the

convexity of the spatial economy rather than the

flattening of it.

In terms of technological changes, on the basis of

the previous arguments falling transmission costs

can indeed by considered causes of recent changes

in economic geography. However, as we have al-

ready seen, an exclusive focus on the transmission

aspects of electronic communication is entirely in-

sufficient to understand changes in the nature of

spatial transactions costs. Once again, the combina-

tion of falling spatial transmission costs and in-

creasing spatial transactions costs for certain

activities is likely to increase the convexity of the

spatial economy rather than the flattening of it.

Finally, in the case of organizational changes, the

developments listed by Friedman are all rational

ways that firms have adopted to take advantage of

the falling spatial transmission costs associated with

both the institutional changes and the new technol-

ogies. In terms of economic geography, these orga-

nizational changes are not causal phenomena in the

same way that the institutional and technological

changes are. Instead, they are responses and out-

comes to such changes in the global economy. As

such, these phenomena do not throw any light on

whether the world in general is becoming flatter or

more convex.

Having unpicked Friedman’s logic, we are now

in a position to point out one additional weakness

and one additional flaw in the argument, and these

relate to the role of Asia and the role of individuals.

Firstly, Friedman’s emphasis on Asia is some-

thing somewhat problematic, in that it is motivated

by primarily by observations of organizational

changes, which we have already argued are out-

comes rather than causes of global change. As

Friedman correctly argues, much of the current dy-

namism of the global economy is in Asia, and par-

ticularly in the off-shoring centres of India and

China. However, as Leamer (2007) points out,

rather than the world shrinking, economic activity

is dispersing. The share of Asia in global GDP had

increased from something of the order of 25% in the

early 1970s to over 35% by the end of the 20th

century (Venables, 2006). Future movements to-

wards free trade in this part of the world will have

additional major impacts on the global economy.

Yet, most of the trade of the Indian and Chinese

economies is still in the form of re-exports of fin-

ished or semi-finished products produced by firms

that are based in Europe and the USA. Currently

over half of all Chinese manufactured exports are

accounted for by foreign-owned multinational firms

(Scheve and Slaughter, 2007) and in the Indian IT

sector, multinationals account for two-thirds of all

sales (Scheve and Slaughter, 2007). While it is true

that over time these economies will generate more

of their own multinational outputs, the knowledge

centres controlling much of their output are primar-

ily located in other geographical arenas, such as the

EU, Japan and USA. Allied with the fact that the

EU and US economies still dwarf the combined

economies of both China and India, these observa-

tions would suggest that Friedman’s emphasis on

Asia as an example of flattening needs to be treated

with caution. Moreover, the colossal population

shifts from rural to urban areas and from small

towns to major cities in both China and India dem-

onstrates the increasing convexity argument
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perfectly. China expects its urban population to

double to more than 1 billion by 2030 (Venables,

2006).

Secondly, the cause–effect analytical confusions

above also hide another basic flaw in Friedman’s

thesis, at least in terms of economic geography. This

is his argument that in the modern era decision-

making power and the dominant modes of engage-

ment are characterized by the primacy of individuals.

On the contrary, from the arguments presented in

this paper, over the coming decades the dominant

decision-making power in terms of economics is

likely to be that of the global firm, rather than either

countries or individuals. Evidence for this comes

from the fact that over recent decades, the levels

of output and trade that are associated with multi-

national firms have increased much more rapidly

than the growth of global trade (McCann and

Mudambi, 2005). Foreign direct investment has

been growing at twice the speed of world trade,

which itself has grown at twice the rate of world

income. The result is that foreign direct investment

grew by almost 6-fold between 1970 and 1999

(Bobonis and Shatz, 2007), with 30–40% of US

trade currently accounted for by intra-firm trade

flows (Lai and Zhu, 2006). Overseas investment

by multinational firms is now the largest single

component of worldwide stocks of foreign invest-

ment. In addition, the volume of sales of foreign

affiliates is nearly twice the global level of exports

(McCann and Mudambi, 2004).

More specifically, however, the dominant firms

will be those particular multinational firms that are

also strongly embedded in the global city knowl-

edge networks. Evidence from patent citation data

suggests that firms typically learn 80% of their

knowledge within the local region and 89% within

the same country (Peri, 2005). Location in knowl-

edge centres is therefore critical for high-value ac-

tivities, and the arguments in section 3 imply that

this spatial knowledge concentration will be even

stronger for service industries dependent on trust

relations. Moreover, network analyses of trade

and knowledge indicators imply that there is core-

periphery hierarchical structure to international

trading patterns (Kali and Reyes, 2006). The

knowledge reach of technologically leading regions

is already far greater than for other regions (Peri,

2005). Therefore, the combination of localized

agglomeration advantages in key nodal locations,

allied with economies of transportation and com-

munication, will therefore maximize a firm’s global

market potential. As such, these global firms will

increasingly reap the economic rents associated

with knowledge assets, via genuinely global pro-

duction, communication and financial networks

(Coleman, 1996; Cohen, 1998; Zook, 2005). The

core location of the firm is therefore critical, and

firms already embedded in leading global centres

will achieve the major returns from globalization.

Recent simulation exercises regarding the elimina-

tion of worldwide tariffs are found to increase US

exports and US multinational production by 21.7%,

with these increases dominated by an increase in the

number US foreign affiliates (Lai and Zhu, 2006).

Global firms and global cities are becoming the

dominant decision-making units, not individuals.

However, the fact that distance is still a very signif-

icant trade barrier suggests that firms’ international

investment portfolios should themselves be ad-

justed for distance (Ghemawat, 2001).

In terms of economic geography, the only aspect

in which individuals are becoming more empow-

ered by the current processes of globalization is in

terms of the increased ability of highly skilled indi-

viduals to move between locations in order to reap

the rewards of their human capital. A rapidly wid-

ening income gap between high- and low-skilled

individuals has already emerged within advanced

economies (Scheve and Slaughter, 2007) and this

pattern reflects the greater ability of countries, firms

and individuals to earn even greater rents associated

with existing technological and human capital

advantages. It is well documented that the gap be-

tween the wealthiest and poorest countries has

steadily increased over the last two centuries, and

most of these inequality increases have taken place

during the periods in which shipping costs have

fallen at the fastest rates and global trade has in-

creased at the fastest rates (Venables, 2006). More-

over, this inequality between richer and poorer

countries has increased at an even faster rate over
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the last two decades (Leamer, 2007). Yet nowa-

days, a twist on this historical observation is that

modern global transport and communications tech-

nologies allied with institutional changes now also

allow for a rapidly increasing migration propensity

on the part of high human capital individuals. Most

of these human capital movements are directed to-

wards, and take place within, the global city (COL,

2007c) networks discussed above, and these centres

benefit disproportionately from such inflows rela-

tive to other localities. High human capital individ-

uals are now better able than ever to exploit their

knowledge assets via mobility. As such, whereas

increasing openness and falling trade costs were

often previously associated with increasing interna-

tional income disparities, nowadays the same effect

is associated with international migration. In eco-

nomic terms, this is the specific sense in which

individuals are becoming more important than ever

before. However, once again, individual earning

power is associated with the increasing convexity

of the global economy, not the flattening of it.

One final point is worth noting. Krugman and

Venables (1995) analyse the situation where econ-

omies producer two sets of outputs, one under con-

ditions of constant returns to scale and the other

under increasing returns to scale. Under these

assumptions, Krugman and Venables (1995) dem-

onstrate that with high transport costs all countries

have similar production patterns, because high

transport costs act as a trade barrier, thereby encour-

aging local production. However, as transport costs

begin fall an increasing centre-periphery diver-

gence forms and regions in the periphery suffer

declines. Finally, as transport costs fall to very

low levels, convergence starts to occur. The ques-

tion therefore arises as to where in this Krugman–

Venables framework does the global economy

currently stand?

The evidence presented here suggests that high

knowledge-intensive activities are produced pri-

marily in increasing returns to scale environments

that are dependent on urban agglomeration, while

low knowledge-intensive activities are produced

rather more in environments of constant returns to

scale. At the same time, we recall that although

there is evidence that output spatial transactions

costs in general have fallen, there is also evidence

that they have probably not fallen by very much.

Meanwhile, while output spatial transactions costs

have fallen, the spatial transactions costs for many

high value-added inputs have increased. The

combination of these various observations implies

that we are currently in the second stage of the

Krugman–Venables transition process. As such,

the Friedman thesis is basically incorrect, because

Friedman implicitly assumes we are currently at the

third stage in the Krugman–Venables transition.

Once again, in economic geography terms, the im-

plication of being at the second stage is that the

world is becoming increasingly convex, not flat.

Global firms are becoming the dominant decision-

making units, not individuals, and networks of

global cities are becoming the dominant reference

point both for firms, trade and also for high human

capital individuals. Whether in the future we move

to the third stage of the Krugman–Venables transi-

tion, as suggested by Lucas (2000), is still very

much unclear (Crafts, 2004).

Final comments

Outside of the arena of economics or economic

geography, there is one behavioural area where

Friedman may have a point regarding the flattening

of the world, although even here it is still far from

clear that this is indeed the case. This is in terms of

the ways in which information and communications

technologies are changing the relationships be-

tween individual action and collective action re-

garding social, political and environmental issues.

Yet these arguments are not particularly related to

six of Friedman’s original list of key phenomena,

namely, the fall of the Berlin Wall, the development

of work-flow software, the advent of out-sourcing,

the rise of off-shoring, the development of supply

chaining or the rise of third-party dedicated internal

logistics operations. While changes in the relation-

ships between individual and collective action are

likely to be related to the development of modern

information and communications technologies in

general, whether it is possible to individually
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distinguish between the effects on these changing

relationships of four of Friedman’s list, namely, the

advent of the World Wide Web, the advent of

uploading and file sharing, the rise of information

availability via search engines and the development

of wireless technology, is a moot point. However,

these issues are not the concern of this paper. Suf-

fice to say that the world is not flat and if anything,

at present it is becoming more curved.

Endnotes

1 Note that this point is also consistent with the observa-

tion that the R&D and manufacturing of the products may

not necessarily be in the same place or even the same

country. The real value-added component embodied in

the output good is the R&D, and the location of this will

generally be tied to global knowledge centres far than the

manufacturing process.
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