
When to use MANOVA 

General linear model (GLM) detects group 

differences on a single dependent variable. 

Anova- Univariate test (one dependent) 

Manova- Multivariate test (many dependent) 

But when we are interested in several 

dependent variables? 

Extension of this technique  

Multivariate Analysis of Variance - MANOVA  



Similarities and Differences to 

ANOVA 

QUESTION: Why use MANOVA instead of multiple 

ANOVAS? 

ANSWER: The more dependent variables, the more 

ANOVAS, the greater the chance of making a TYPE I 

error. 

-If separate ANOVAS are conducted on each 

dependent, then any relationship between the 

dependent is ignored. So we lose information between 

the dependent variables. 

-MANOVA has the power to detect an effect, because it 

can detect whether groups differ along a combination of 

dependent variables, whereas ANOVA can detect only 

if groups differ along a single variable. 

 



But… 

Use MANOVA when you have a good 

theoretical or empirical basis for doing it 

and don’t measure hundreds of dependent 

variables because the analysis allows you 

to do it. 

Otherwise run separate analyses 



Theory of MANOVA  

The theory of MANOVA is very complex 

You should know matrix algebra, which is 

beyond the scope of this lecture 



Assumptions 
 Similar assumptions with ANOVA but extended to the multivariate 

case 

 Independence: Observations should be statistically independence 

 Random sampling: Data should be randomly sampled from the 

population of interest and measured at an interval level. 

 Multivariate normality: In ANOVA we assume that our dependent 

variable is normally distributed within each group. In MANOVA the 

dependent variables (all together) have multivariate normality within 

the groups. (in SPSS check univariate normality for each group, 

or see Stevens, 2002) 

 Homogeneity of covariance matrices: In ANOVA we assume that the 

variances in each group are roughly equal (homogeneity of 

variance). In MANOVA this is true for each dependent variable, but 

also that the correlation between any two dependent variables is the 

samel in all groups (in SPSS check BOX’s TEST. This test should 

be non-significant if the matrices are the same). In large sample 

sizes Box’s test could be significant even when covariance matrices 

are relatively similar, so if group sample sizes are equal disregard 

Box’s test.  



Which statistic to use… 

 Test power: 

 If group differences are concentrated on the first variate (most of the 

cases in social sciences) Roy’s statistic more powerful, then 

Hotteling’s trace, Wilks’s lambda, and Pillai’s trace.  

 However, when groups differ along more than one variate the power 

ordering is the reverse 

 Robustness: 

 All four relative robust to violations of multivariate normality. 

 With unequal group sizes, check the assumption of homogeneity of 

covariance matrices (Box’s test)/ if this test is non-significant then 

the Pillai’s trace is accurate. 



Follow up analyses 

Follow a significant MANOVA with 

separate ANOVAs on each of the 

dependent variables. 

You might consider applying a Bonferroni 

correction to the subsequent ANOVAs 



Example of MANOVA  

 Examine the effects of gender and classroom level on 

achievement goals and unfair-play 

 

Two-way MANOVA (2 independent): gender – classroom 

Dependent: achievement goals and unfair-play 













F (5,151)=  6.41, p  < .001 



F (1,155) = 3.93, p <. 05) 



Sex 



Grade 



Sex* grade (με syntax) 



One-way MANOVA  

significant interaction and non-significant main effects 

  

We conducted one-way MANOVA to examine the effects of gender in goal  

orientations and unfair play. The results showed significant interaction effect, 

F (4,154) = 6.46, p < .01. Univariate analyses showed that there was a 

significant effect in deception, F (1,157) = 14.06, p < .01, and cheating, F 

(1,157) = 23.43, p < .01, and non-significant effect in task goal, F (1,157) = 

3.58, p = .06, and ego goal, F (1,157) = 2.87, p = .09. Regarding deception 

and cheating the examination of the means showed that boys had larger 

scores than girls.  



Two-way MANOVA  

significant main effects 

significant and non significant interaction effects 

We conducted Two-way MANOVA to examine the effects of gender and grade (5th and 

6th grade)  on unfair play (deception and cheating). The results showed a multivariate 

effect for gender, F (2,154) = 14.78, p < .01, and grade, F (2,154) = 10.85, p < .01, and 

the interaction between gender and grade, F (2,154) = 3.75, p < .05. Univariate 

analyses showed a significant effect of gender in deception, F (1,155) = 18.21, p < .01, 

and cheating, F (1,155) = 26.07, p < .01, a significant effect of grade in deception, F 

(1,155) = 21.50, p < .01, and cheating, F (1,155) = 8.27, p < .01, and a significant 

interaction effect of gender and grade in deception, F (1,155) = 7.46, p < .01. However, 

a non-significant interaction effect of gender and grade was found in cheating, F 

(1,155) = 1.45, p = .10. The examination of the means showed that boys had larger 

scores than girls in deception and cheating and that students of the 6th grade had 

larger scores in deception and cheating than students of the 5th grade. However the 

examination of the interaction showed that although in the 5th grade boys and girls 

didn’t differ in deception, in the 6th grade boys had larger scores than girls.  


