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l The Student’s t-statistic was introduced in 1908
by William Sealy Gosset, using his pen name
“Student”, when he worked for the Guinness
brewery in Dublin, Ireland. He devised the t-test
as a way to cheaply monitor the quality of stout.

l The test was published in Biometrika in 1908.



l Independent t-test
Perform hypothesis tests concerning the difference 
in means of two independent populations –
samples

l Dependent t-test
Perform hypothesis tests concerning the
different in means of two dependent (related)
Populations - samples



Independent variable
One independent variable = gender – two 

levels – males + females

Only one dependent variable
Strength 

Independent t-test



Assumptions
l The data must be parametric, that is, they should be measured on 

an interval or ratio scale (if not use a non-paramatetric equivalent 
test)

l The samples should be randomly selected from the population (the
results of the t test can be generalised from the sample to the 
population)

l The two samples should come from populations which have 
approximately the same variance (i.e., homogeneity of variance 
assumption). Use Levene test to test this assumption. (not 
significant!!!) (variance: The average of the squared differences 
from the Mean) – (Standard Deviation is just the square root of 
Variance)

l The scores of the dependent variable should come from a 
population which is normally distributed (i.e., normality assumption).
Use Histogram with normal curve in the Descriptive 
Statistics/Frequencies or with Frequencies option check 
skewness and kurtosis values (if they are above 1.96 -standard 
errors, the data are probably not normally distributed)

l t test is fairly robust to moderate violations of the
homogeneity of variance and normality 
assumptions. Equal variances is not actually 
required. SPSS will handle it.



Independent-samples T test

lWhen two groups are expected to differ in 
a particular variable

Example one: Elite weight lifting athletes are 
predicted to have higher scores in strength 
compared to non-elite ones. (one-tailed 
test).

Example two: The effect of gender of a 
sample that suffer from depression in 
walking using pedometers (two-tailed test).



Hypothesis

• Null hypothesis :
The two means are equal  
Ho:  µ1 = µ2

lAlternative hypothesis
The two means are not equal 
H1: µ1 ¹ µ2





Independent, π.χ. gender
– two levels, males -
females

Dependent, π.χ. Number 
of Steps of week 1



Click continue and then Οκ



Run the analysis clicking OK



We do not want Levene’s Test to be significant. 
If it is significant we do not have homogeneity of 
variance between the samples and we report 
the results from the Equal variances not 
assumed

Men do more steps compare to women



Results
t(11) = 2.30, p < .05

Two-tailed test because we 
do not know which of the 
two genders do more steps 
than the other.

There is a statistical 
significance p < .05



How we report the test.
In order to examine the hypothesis we used the 
independent t-test. The results showed a statistically 
significant difference in the number of steps t(11) = 
2.30, p< .05. Men (M = 76.21, SD = 22.87) were doing 
more steps than women (M= 40, S.D = 24.16).



Paired-samples T Test

Use a dependent samples t-test if you measure 
1) the same participants on a dependent variable 

at two different times (pre – post design) 
2) have two separate groups of participants that 

have been matched based on some 
characteristic.



Example

lExamine the difference of the number of 
steps between week1 and week2 



Hypothesis

• Null hypothesis :
The two means are equal  
Ho:  µ1 = µ2
lAlternative hypothesis
The two means are not equal 
H1: µ1 ¹ µ2. There is a significant 

difference between the steps of week 1 
and week 2.





Click Οκ



t(12) = -2.35, p < .05
the sign of the 
t value is 
negative. It 
simply signifies 
that the mean 
of the second 
group is higher
than the mean 
of the first 
group

Ν-1 p < .05



How we report the test.
We used paired samples t-test in order to examine our 
hypothesis... The results showed statistically significant 
difference between week 1 and week 2, t(12) = -2.35, 
p< .05. Participants did more steps in week 2 (M= 
70.23, SD = 30.29) than in week1 (M = 48.36, SD = 
27.88)



ANOVA (Analysis of Variance)

This test is an extension of the 
Independent Samples T Test.

¡Invented by R.A. Fisher in the 1920’s



Οne Way Anova - ANOVA (Analysis of 
Variance)
l Two variables: 1 Categorical, 1 Quantitative

l Do the (means of) the quantitative variables 
depend on which group (given by categorical 
variable) the individual is in?

l If categorical variable has only 2 levels: 
¡ 2-sample t-test 

l ANOVA allows for 3 or more groups- levels



Why ANOVA instead of many t-tests?

¡Before ANOVA, this was the only option 
available to compare means between more 
than two groups.

lThe problem with the multiple t-tests 
approach is that as the number of groups 
increases, the number of two sample t-
tests also increases. 

lAs the number of tests increases the 
probability of making a Type I error also 
increases (Tabachnick & Fidell, 1996)



Advantages

1) ANOVA will identify if any two of the group 
means are significantly different with a single
test. 

2) If the significance level is set at 0.05, the 
probability of a Type I error for ANOVA = 0.05 
regardless of the number of groups being 
compared. 

3) If the ANOVA F-test is significant, further 
comparisons can be done to determine which 
groups have significantly different means. 



l The data should be parametric, measured on 
an interval or ratio scale.

l Independence (no relationship between the 
scores of the dependent variable in the different 
groups) otherwise consider using the Repeated 
Measures ANOVA test.

l Normality test with Kolmogorov-Smirnov & 
Shapiro-Wilk tests. 

l Homogeneity of variance (Levene’s test). We 
do not want these tests to be significant. 

Assumptions (Vincent, 1999)



lAccording to Vincent (1999), ANOVA is 
relatively robust to violations of the 
assumptions of Normality and 
Homogeneity of variance.

l If you suspect serious violations of the 
ANOVA assumptions, consider using a 
non-parametric equivalent test.

Violation of Assumptions



Hypothesis
l The Null hypothesis for 

ANOVA is that the means for 
all groups are equal:

¡ Null Hypothesis: µ control = µ1 = 
µ 2

l The Alternative hypothesis for 
ANOVA is that at least two of 
the means are not equal μ1 > 
μ2, or μ1<μ2

l The test statistic for ANOVA is 
the ANOVA 

F-statistic.

koH µµµµ ==== ....: 321



l The ANOVA F-test is a comparison of the 
average variability between groups to the 
average variability within groups.
¡The variability within each group is a measure of the 

spread of the data within each of the groups.
¡The variability between groups is a measure of the 

spread of the group means around the overall mean for 
all groups combined.

¡F = average variability between groups
average variability within groups



Example





Click Post Hoc



Click



Click



1)

2)

3)



Click Οκ to run the analysis













How to report the test

l We used One-Way Anova in order to examine 
the differences in VO2max between different 
training methods. The results showed significant 
differences in VO2max between the training 
methods F (2, 27) = 13.93, p < .001. The post 
hoc (Bonferroni) test showed that the training 
methods 2 and 3 did not have significant 
differences, whereas training method 1 had 
significant differences between 2 and 3. 









Time for SPSS!!!


