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Solving Time-Varying Nonsymmetric Algebraic
Riccati Equations With Zeroing Neural Dynamics

Theodore E. Simos, Vasilios N. Katsikis

Abstract—The problem of solving algebraic Riccati equations
(AREs) and certain linear matrix equations which arise from
the ARE frequently occur in applied and pure mathematics,
science, and engineering applications. In this article, by con-
sidering the nonsymmetric ARE (NARE) as a general form of
ARE, the time-varying NARE (TV-NARE) problem is proposed
and investigated. As a particular case of TV-NARE, the time-
invariant NARE (TI-NARE) problem is investigated too. Then,
by employing the zeroing (or Zhang) neural dynamics (ZND)
design, a ZND TV-NARE (ZNDTV-NARE) model and a ZND
TI-NARE (ZNDTI-NARE) model are proposed and investigated.
Also, by combining the ZNDTV-NARE model with the frozen-
time Riccati equation (FTRE) approach to optimal control of
linear time-varying (LTV) systems based on the state-dependent
Riccati equation (SDRE) process, a hybrid ZND FTRE control
(HZND-FTREC) model is developed and investigated. The effec-
tiveness of the proposed dynamical systems is proven in ten
numerical experiments, three of which include applications to
LTV and nonlinear systems.
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I. INTRODUCTION

LGEBRAIC Riccati Equations (AREs) appear commonly

in mathematics, science, and engineering. The ARE
class includes both nonlinear and linear matrix equations
(LMEs) which are specifically of great interest in optimal
control, filtering, and estimation problems. The practice has
revealed that solving a Riccati equation is a principal topic in
optimal control theory (see [1], [2], [3], [4], [5]). The uti-
lization of ARE equations of various types can commonly
be found in solving linear multiagent systems [1], in HO®
controller design for wind generation systems [3], in the anal-
ysis and synthesis of linear quadratic Gaussian (LQG) control
problems [4], [5]. In one or another form, ARE play signifi-
cant roles in optimal control of multivariable and large-scale
systems, estimation, scattering theory, and detection proce-
dures. Moreover, closed-form solutions of Riccati Equations
are used to solve some problems, such as numerical precision
in direct and iterative algorithms and losing controllability. It
is worth noting that other related fields of research are the
matrix Ricatti differential equations (MRDEs) (see [6]).

The zeroing (or Zhang) neural dynamics (ZND) method
is used to approach the time-varying nonsymmetric ARE
(TV-NARE) problem and the time-invariant nonsymmetric
ARE (TI-NARE) problem, which is a particular case of
TV-NARE, by considering the nonsymmetric ARE (NARE)
as a general form of ARE. Because the ZND has already
been suggested in the literature as a useful method for solv-
ing a wide range of time-variant problems, two models are
created by employing the ZND method, namely, the ZND
TV-NARE (ZNDTV-NARE) model and the ZND TI-NARE
(ZNDTI-NARE) model, which can be solved with exponential
convergence performance. Furthermore, the models proposed
in [7], [8], [9], [10], and [11] have exponential convergence
when the ZND design parameter is adjusted using the ZND
method [12], [13], [14], [15] and their speed of convergence
can be handled. Compared to traditional numerical algo-
rithms, the ZND method, which is based on recurrent neural
networks (RNNs), has several advantages in real-time appli-
cations, including high-speed parallel processing, distributed
storage, and adaptive self-learning natures. As a result, such
an approach is widely regarded as a powerful alternative to
online computation and optimization [16], [17], [18], [19].
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Several papers, including [20] and [21], discuss the ability
of such models to handle noise.

A comprehensive overview of ARE-type matrix equations
and solutions to some special TV-NARE equations were
provided in [21], [22], and [23]. The time-varying ARE
problem was approached in [21] through a noise-tolerant
ZND model, by a fixed-time ZND model in [22], and by
an eigendecomposition-based ZND model in [23]. The sym-
metric solutions they always offer to the time-varying ARE
problem are what these papers have in common. It is cru-
cial to note that AREs with symmetric solutions have square
coefficient matrices with certain properties, whereas NAREs
are a generic form of AREs whose coefficient matrices are
not required to be square with particular properties and whose
solutions are not required to be symmetric. Since this study
focuses on solving the general TV-NARE problem rather than
only the problem of time-varying ARE, it differs significantly
from the aforementioned papers.

The tracking control has become one of the most impor-
tant schemes in past studies [24], [25], [26], [27], [28]. These
studies include a position-tracking control strategy using out-
put feedback and an adaptive sliding-mode approach in [24],
a hybrid coordinated control method using a backstepping
scheme and Hamilton control in [25], a control method using
an error-to-actuator-based event-triggered framework [26], and
two controllers that combine a backstepping scheme, fuzzy
logic system, and finite-time Lyapunov stability theory in [27]
and [28]. It is well known that the state-dependent Riccati
equation (SDRE) method [3] can be used as a basis for the
frozen-time Riccati equation (FTRE) approach to optimal con-
trol of linear time-varying (LTV) systems. In this article, by
combining the ZNDTV-NARE model and the FTRE, a Hybrid
ZND FTRE Control (HZND-FTREC) model is developed and
investigated. It is worth noting that the advantages of the
HZND-FTREC and ZNDTV-NARE models are the same.

The following summarizes the key contributions of our
research in this article.

1) The ZND systems dynamics for solving TV-NARE and
TI-NARE problems are proposed. According to our best
knowledge, ZND approach for solving NARE has not
been used so far.

2) An additional explicit dynamical system is proposed for
solving TV-NARE besides the standard ZND.

3) Applying the proposed explicit dynamical system in par-
ticular cases, it is possible to generate corresponding

Diagrammatic representation of the matrix equations explored in this study.

neural dynamics for solving the Sylvester, Lyapunov,
and LMEs.

Simulation examples are run to validate the proposed
model’s applicability and effectiveness.

Besides the numerical simulations, we present two appli-
cations in optimal control of LTV systems and an
application in solving nonlinear systems.

The following structure guides the overall organization
of sections in this article. Section II contains preliminary
information about the ARE and certain LMEs which could
be arising from the NARE, including the Sylvester and
Lyapunov equations. Section III describes the TV-NARE
problem and then defines the corresponding ZNDTV-NARE
model. Section IV comprises prominent particular cases of the
ZNDTV-NARE design, including the ZNDTI-NARE model.
Section V introduces a hybrid TV-NARE model, called
HZND-FTREC, which incorporates the FTRE approach to
optimal control of the LTV system. Section VI contains ten
different examples with different-dimensional input matrices,
three of these include LTV and nonlinear system applications.
The simulation tests validate the efficacy of the suggested
models. Finally, the concluding remarks are presented in
Section VII.

4)

5)

II. MATRIX EQUATIONS OF ARE TYPE

This section will provide a comprehensive overview of the
matrix equations discussed in this article. These equations
are in the form of the pure ARE and certain LMEs derived
from the ARE class. A diagrammatic representation of these
equations is presented in Fig. 1.

A. Algebraic Riccati Equations

In this section, we introduce the definitions of all the AREs
treated in this research.

1) Nonsymmetric Algebraic Riccati Equation: An NARE
is a quadratic matrix equation of the form

DX +XA—XBX+ Q=0 (1)

where A € R™™ B € R™" D e R™" and Q € R™™ are
the block coefficients, X € R"*™ is the unknown matrix to be
obtained and 0 represents a zero n X m matrix. Note that the
term “nonsymmetric” is improperly used to denote that (1) is
in its general form without assumption on the symmetry of
the matrix coefficients.
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2) Continuous-Time Algebraic Riccati
continuous-time ARE (CARE)

Equation: The

ATX+XA—XBX+0=0 )

in which the superscript ()T denotes the transpose operator
and all the coefficient matrices belong to R"*", is a quadratic
matrix equation and plays a central role in the LQR/LQG con-
trol, H, and H® control, Kalman filtering, and spectral or
co-prime factorizations (see [29], [30], [31], [32], [33], [34]).
The phrase “continuous-time” in the notation “CARE” is
taken from control theory problems in continuous-time, where-
from (2) emerges. Note that CARE is an NARE where the
block coefficients are square (i.e., m = n) and D = AT,
B = BT, 0 = QT (see [35]). Moreover, B, Q are symmet-
ric and non-negative definite matrices (i.e., B = BT > 0 and
Q = QT > 0). Solutions X € R of the CARE (2) can be
symmetric or nonsymmetric, with definite or indefinite sign
and the solutions set can be either infinite or finite (see [36]).

B. Linear Matrix Equations of ARE Type

In this section, we restate the definitions of all the LMEs
arising from the ARE.

1) Continuous-Time Lyapunov Equation: The continuous-
time Lyapunov equation (CLE) is a matrix equation given as

ATX+XA+0=0 3)

where A € R™" Q0 € R™" are the matrix coefficients and
X € R™" is the unknown matrix. Lyapunov methods could
be applied successfully in numerous scientific and engineering
fields, such as in the analysis of various kinds of nonlinear and
linear control systems, in control theory, optimization, signal
processing, large space flexible structures, and communica-
tions (see [37], [38], [39]). Note that (3) is an appearance
of NARE where the block coefficients are square and satisfy
D=AT,B=0.

2) Sylvester Equation: The Sylvester equation (SE) is an
LME of the form

DX+XA+0=0 4)

where D € R™" A ¢ R™™ (O e R™" are the block
coefficients and X € R"*™ is the unknown matrix to be gener-
ated. Equation (4) is an NARE where the block coefficient B
satisfies B = 0. SE is closely associated with the analysis and
synthesis of dynamic systems, such as the design of feedback
control systems through pole assignment (see [40], [41]).

C. Linear Matrix Equation
The LME is of the general form

DX+0=0 (5)
or
XA+0=0 (6)

where D € R, A e R™™ Q e R™™ are the block
coefficients and X € R"*" is the unknown matrix to be calcu-
lated. Note that (5) is an NARE where the block coefficients
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satisfy A = 0 and B = 0. Also, (6) is an NARE where D =0
and B = 0. LMEs frequently appear in science and engineer-
ing fields, such as robotic motion tracking and angle-of-arrival
localization [42], [43], [44], [45], [46].

D. Matrix Inversion Equation

The matrix inversion (MI) equation is the LME of the form
DX—-1,=0 @)

in which D € R™" is the block coefficient, I,, denotes the
n x n identity matrix and X € R™" is unknown approxi-
mation of the inverse D~! of D to be obtained. Notice also
that (7) is an NARE where the block coefficients are square
and A =0, B =0and Q = —I,,. The MI problem is commonly
involved in numerous problems of science and engineering, for
example, as former steps in optimization, signal processing,
electromagnetic systems, and robot inverse kinematics [47],
[48], [49].

III. SOLVING TV-NARE viaA ZND METHOD

In this section, both the TI NARE case and the TV NARE
case are approached by the ZND method. Note that, based
on the analysis provided in Section II, we can observe that
it is possible to extract all the remaining equations presented
therein from the NARE general form (1). Since 2001, when
Zhang and Wang [50] proposed the ZND evolution, this
method has been studied and established as a crucial class
of RNNSs. Furthermore, the ZND evolution has been ana-
lyzed theoretically and substantiated comparatively for solving
time-varying problems accurately and efficiently. Following
the ZND design formula (see [7], [8], [9], [10], [11], [12],
[13], [14], [15]) under the linear activation, an appropriately
defined error matrix E(#) can dynamically adjusted as a result
of the evolution

E(f) = —ME(t) ®)

at which () represents the first derivative operator as a function
of time ¢ and A > O represents the ZND design parameter. In
addition, the gain parameter A determines the speed of con-
vergence. It is known that the exponential convergence rate of
the ZND dynamics is equal to A [15]. The larger the value
of A, the higher the convergence speed, and, thus, A should be
set as large as the hardware permits. According to the ZND
design formula, E(¢) is pushed to converge exponentially to
the null matrix.

A. TV-NARE Problem Formulation via ZND Method
Consider the subsequent general type of a TV-NARE

D0X(®) + XA —X(OBOX(H +00) =0 (9)

where A(¢) € R™™ B(t) € R™", D(t) € R™", Q(t) € R™"™,
X(t) € R and 0 € R™™, Moreover, X(¢) is an unknown
matrix of interest.

It is important to mention that the results in [21], [22],
and [23] refer to the particular case D(¢) = AT(#) in (9). Our
goal is to solve the general TV-NARE problem.
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According to (9), the error matrix is equal to

E(t) = DOX(1) + X(DA(@1) — X(BOX(1) + O()  (10)

while its derivative is

E@t) = DOX(1) + D)X (1) + X(OA®) + X(DA(®)
— X(1)B(OX (1) — X(OBOX (1) — X(OBOX(1) + O(1).

Consequently, because of (8), the expanded ZND

evolution is
—AE(t) = D)X (1) + DX (1) + X(DA(t) + X ()A(r)
— X()B(X(1) — X()B®)X ()
— X(OBMOX(®) + 0(1)
or
— AE(1) — DOX(1) = XHA®) + X(OBOX(1) — Q1)
=DOX(®) + X(DA®) — XOBDOX (@) — XOBDOX (). (11)

Note that, to ensure solvability of (11) we cannot include
X (1) inside the mass matrix of (11), and to overcome this dif-
ficulty, the vectorization procedure and the Kronecker product
® are applied on (11). We set as v(r) the result of vectorization
in the left part of (11), so we have

V(1) = vec( —2E(1) — D)X () — X(DA®)
FX(OBOX @) — Q(t)). (12)

We repeat the process (i.e., vectorization) in the right part
of (11), and we have

vec (D(t)X(t) + XA — X(0BOX(1) — X(t)B(t)X(t))

= (In ® DO + AT @ I, — I, ® XOB(®)

— BOXH)T ® In>vec(5((t)). (13)
In addition, by setting
M@t) =1, @ D(1) + A1) @I, — I, ® X(B(1)
- BOXO)' @I (14)

and
(1) = vec(X (1))

the combination of (13) and (11) results in implicit dynamic

behavior shown below
v(t) = M(1)x(r) (15)

in which v() is defined by (12). The consistency of the linear
system (15) is constrained by

MOM®) V() = v(©)
and its general solution in this case is
x() = M@ v + (1 -M' (t)M(t))y (16)

such that y is a vector of proper size. The best approximate
solution to the dynamics (15) is given by

x(H) = M) v(@®) (17)
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where ()7 denotes the pseudoinverse operator. If (15) is solv-
able, (17) is its solution, while in the opposite case, (17) gives
the best approximate solution to (15). Note that {(12), (14),
(17)} consist of the suggested ZNDTV-NARE model which
could be efficiently solved with the use of an ode MATLAB
solver.

According to the previous discussion, we may conclude
that (11) cannot be implemented in MATLAB, whereas (17)
can. We certainly have the cost of calculating the pseudoin-
verse of M(t). Theorem 1 proves the exponential convergence
of the ZNDTV-NARE {(12), (14), (17)} to the theoretical
solution (9).

Theorem 1: Let A(t) € R™™ B(t) € R™", D) €
R™" Q(t) € R™™ be differentiable. The ZNDTV-NARE
model {(12), (14), (17)} has exponential convergence to the
theoretical solution of TV-NARE (9), for any initial value
X(0).

Proof: The error matrix equation E(f) is determined as
in (10), inline with the ZND architecture, to achieve the solu-
tion X(¢) of TV-NARE (9). From [50, Theorem], the solution
of (11) converges to the exact solution X*(¢) of (9) as t — oo.
In addition, from the derivation process, the conclusion is
that (15) is a vectorized form of (11). As a conclusion, x(¥)
defined by the dynamics (15) converges to x*(f) = vec(X*(¢))
as t — o00. Since the convergence x(t) — x*(¢f) = vec(X*(¢))
is valid for arbitrary x(7) in (16), it is also valid for x(¢) in (17).
Thus, the proof is finished. [ |

IV. PARTICULAR CASES OF ZNDTV-NARE DESIGN

The applicability of the defined model is illustrated by
several covered cases.

A. TI-NARE Problem Formulation via ZND Method

Consider the general type of a TI-NARE
DXt +X(HA - X®OBX®H +0=0 (18)

wherein A € R B e R™", D e RV Qe R X(t) €
R™™ and 0 € R™™, In addition, X(¢) € R"*" is an unknown
matrix.

By setting the error function

E(t)=DX(t) + X(H)A — X(t)BX(t) + Q
which fulfills
E() = DX(f) + X(HA — X(1)BX(t) — X(1)BX (1)
the general evolution (8) initiates
— LE(t) = DX(1) + X(HA — X()BX(¢) — X()BX(¢). (19)
An application of the vectorization rules to (19) gives
vec(—AE(?))
- (Im®D+AT &L — (BX(1) @1, — I ®X(t)B> vee(X(1)).
Furthermore, by setting
v(t) = —Avec(E(1)),

(1) = vec(X (1)) (20)
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and

MO =1,D+AT®1I, — BX1)' @1, — 1, ® X(1)B
21

one obtains the system of linear equations of the form (15).
One of the solutions of the implicit system (15) is given by the
explicit dynamics (17). Note that {(17), (20), (21)} represents
the proposed ZNDTI-NARE model which can efficiently be
implemented with the use of an ode MATLAB solver.

B. ZNDTV-NARE Design for Solving Particular Equations

The choice of B(t) = 0 in NARE makes the ZNDTV-NARE
design suitable for solving the TV SE. That is, the TV SE is
defined using the error matrix

E®) =D0OX@) +X0OA® + O@)

where A(t) € R™ ™ D(t) € R™", Q(t) € R™"™, X(1) € R™™,
Then, the ZNDTV-NARE design becomes the ZND for solving
the TV SE

— AE(1) — D(OX(t) — X(DA®) — Q1)

= DOX®) + X(DA®). (22)

In [51], [52], [53], and [54], various finite-time convergent
ZND models of type (22) are used to solve the SE and are
centered on appropriate nonlinear activation.

Finite-time convergent RNN models based on improving the
standard ZND evolution are considered in [55] and [56].

The proposed explicit dynamical system {(12), (14), (17)}
can be applied in solving the TV SE in the particular case

x(1) = vee(X(0)) = (I, ® D(H) + ADO" ®1,) v(t)  (23)
where
V(1) = vec(—AE(1) — DX (1) — X(DA(1) — O(1)).

The choice of B(t) = 0, D(f) = AT in NARE makes
the ZNDTV-NARE design suitable for solving the Lyapunov
equation.

ZND models for solving the Lyapunov equation based on
appropriate nonlinear activation are considered in [57], [58],
[59], and [60]. The finite-time convergent RNN model based
on improving the standard ZND evolution was considered
in [61].

The following particular case of the explicit dynamical
system {(12), (14), (17)} can be applied in solving the TV
Lyapunov equation:

(1) = (In ® A + A @ 1) 'v() (24)

where
V(1) = vec(—AE(1) — AT(OX () — X(OA®) — Q(1)).

It is essential to mention that the evolution (23) [resp., (24)]
has not been used so far in solving the Sylvester (resp.,
Lyapunov) equation. Finally, the LME (5) can be solved using
the dynamics

x(1) = (I, @ D(0)'v(n). (25)
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The dual LME (6) can be solved using the dynamics

(1) = (AT @ I) v, (26)

V. HYBRID TV-NARE MODEL IN FTRE CONTROL

The backward-in-time Riccati equation, which uses
advanced dynamics knowledge to calculate feedback gains
over the control horizon, is used to manage optimal control of
LTV systems (see [62], [63]). The proposed hybrid model has
the ability to stabilize LTV systems. It uses the FTRE approach
presented in [2], which is motivated by the equivalent SDRE
process. The SDRE technique is a systematic and efficient
way to design nonlinear feedback controllers for a wide range
of nonlinear systems. More precisely, SDRE is employed
for nonlinear dynamics z(f) = f(z, u) which can be formu-
lated in the pseudo-linear shape z(t) = A(z, u)z + G(z, u)u,
for which the solution of ARE is generated at each time
instant ¢, as A(z(f), U(r)) and G(z(t), U(t)) being the chosen
dynamics and the input matrices, respectively. The FTRE con-
trol is associated with the SDRE approach and includes the
factorization

2 =f®, V@), z20)=2z 27)

into the state-dependent style, where z € R” represents the
state vector, u € R™ represents the input vector, f : R” — R" is
a function, and G : R" — R, The linear structure provided
by the factorization is as follows:

2 =A®, UD)z(0) + Gz0), UD)U (@)

z(0) = zo. (28)

Furthermore, in controller design, state-dependent weight-
ing matrices provide versatility.

The task is to obtain a state-feedback control law in the pat-
tern U(t) = —K(z(1))z(t), which minimizes the cost function
of infinite-horizon performance [2]

1 o0
Iz, ) = 3 fo [T OR1 c0)z(1) + u" (DR (z()) U (1) ]dt
(29)

where R;(z) € R"™" is positive semidefinite, Ry (z) € R™ ™ is
positive definite. The state-feedback control law is defined as

Ut) = —K(z(1)z(1)
= —R; ' ))G" (z(0), U)X ((1)2(r)

such that X(z) means the solution of the state-dependent ARE

(30)

AT@X(@) + X(@AR) — X@G@R; ()G (2)X(2) + R1(2) = 0.
(€20)

The SDRE approach is heuristic because the control law
may not always be optimal and may not have been stabilized.
As proposed in [2], we adapt the SDRE approach to LTV
systems. In the FTRE process, at each moment, we “freeze”
the state and input matrices and deal with them as time-
invariant matrices. The solution X(¢) to the frozen-time ARE
can be launched as a solution to
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ATOX (1) + X(DA@) — X(OGOR, (G (X (1) + Ri (1) = 0.
(32)

The control law is calculated in the same way as the linear
quadratic regulator problem

U = R, (GT ()X (1)z(1). (33)

In [64] and [65], it has been shown that the FTRE control
inherits the stability properties of the SDRE controller.

By setting D(r) = A(¢), B(r) = G(t)Rz_l(t)GT(t) and
Q(t) = R1(¢) in (9), it is observable that (32) can be solved
via the ZNDTV-NARE model {(12), (14), (17)}. Considering
that the solution X(¢) to (32) is identified, the state-feedback
control law of (33) can also be found and then (28) is solvable.
Thus, (28) is rewritten as

() = ADz() + GO (- Ry (OGT OX(D2(1))
or in the next equivalent form
() = (A(t) —GMOR, 1(t)GT(t)X(t))z(t).

The stability of the SDRE method is demonstrated in
Theorem 2, which considers the general infinite-horizon non-
linear regulator problem of minimizing (29) concerning the
state x and the control w subject to the nonlinear differential
constraint (28). Furthermore, keep in mind that C¥ indicates
the space of continuous functions with continuous first k
derivatives.

Theorem 2: With respect to the state z and the control
U, consider the generic infinite-horizon nonlinear regulator
problem of minimizing (29) under the nonlinear differen-
tial constraint (28). Let us assume, that A(z), G(z), R|(2),
and R,(z) belong to CK and that A(z) is both a stabilizable
and detectable parameterization of the nonlinear system. The
SDRE method then generates a closed-loop solution that is
locally asymptotically stable.

Proof: Tt is important to keep in mind that (34) provides the
closed-loop solution, i.e.,

z= (A — GRR;' )G (DX (2))z
=A.(2)z

and the Riccati equation theory guarantees that the closed-loop
matrix

(34)

Ac(2) = A(2) — GRR, ' QG (X (2)

is stable at every point z. X(z) and A.(z) are both smooth due
to the smoothness assumptions. We expand the matrix A.(z)
into the partial Taylor series expansion about zero

IR A@z+ Y (@) -zl
with ¥ (z) of k order and
lim ¥(z) =0.

llzl—0
The linear term, which involves a constant stable coef-
ficient matrix, prevails the higher-order term in a narrow
neighborhood around the origin, resulting in local asymptotic
stability. |
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Setting D(r) = AT(1), B() = GOR,' (G (1), Q1) =

R1(?), (32) yields (9). Based on this, (34) can be rewrittenas

2(t) = (A() — BOX(1))z(D). (35)

Thus, the HZND-FTREC model is obtained by combin-
ing (15) and (35) as in the following:

v(t) _M@® 0 ||x() (36)
(A —=BOX®)z® |~ | 0 In|z0 [

One explicit form of the dynamics (36) is equal to

0] _[M@) o] V(1) &7
]~ [ 0 L [(A® —BOX®)z0) |
The proposed HZND-FTREC model is (37), which can effi-
ciently be solved with the use of an ode MATLAB solver.

The stability of the HZND-FTREC model (37) is demon-
strated in Theorem 2, which considers the general infinite-
horizon nonlinear regulator problem of minimizing (29) with
respect to the state x and the control w under the nonlinear
differential restriction (28).

Theorem 3: With respect to the state z and the control U,
consider the generic infinite-horizon nonlinear regulator
problem of minimizing (29) under the nonlinear differen-
tial constraint (28). Let us assume, that A(z), G(z), R1(2),
and R>(z) belong to CK and that A(z) is both a stabilizable
and detectable parameterization of the nonlinear system. The
HZND-FTREC method then generates a closed-loop solution
that is locally asymptotically stable.

Proof: Because the HZND-FTREC model (37) is composed
of the ZNDTV-NARE model {(12), (14), (17)} and the SDRE
method, it can be deduced from Theorems 1 and 2 that the
HZND-FTREC model (37) generates a locally asymptotically
stable closed-loop solution. |

VI. NUMERICAL EXAMPLES

This section includes ten examples, four of which are shown
to verify the efficacy and accuracy of the ZNDTV-NARE
{(12), (14), (17)}, and three more are shown to verify the effi-
cacy and accuracy of the ZNDTI-NARE {(20), (21), (17)}.
The examples applied to LTV and nonlinear systems are
intended to validate the efficacy and accuracy of the evolu-
tion (37). As a preliminary to the following examples, it is
necessary to identify the parameters and symbols and provide
additional details.

1) The time interval for the computation is limited to
[0, 10]. That is, #p = O is the initial time and #; = 10 is
the final time.

2) |I-llr denotes the Frobenius norm of a matrix.

3) We have set A = 10 in all numerical examples in this
section, with the exception of the numerical example
Section VI-A, where A = 10, 100, 1000.

4) The solution of {(17), (20), (21)}, the solution of
{(12), (14), (17)}, and the solution of (37) are obtained
by employing the odel15s MATLAB solver.
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Fig. 2. Performance of ZNDTV-NARE for solving examples Sections VI-A-VI-C and VI-G. (a)-(d) Error E(f) produced by ZNDTV-NARE in examples
Sections VI-A-VI-C and VI-G, respectively. (e)—(h) Trajectories of the solution X(¢) produced by ZNDTV-NARE in examples Sections VI-A-VI-C and VI-G,
respectively.

A. Numerical Example 1 values listed as
In this example, consider the initial matrices D(r), A(Z), 0 00 I 1 0
B(t), and Q(f) of dimensions 4 x 4, 2 x 2, 2 x 4, and 4 x 2, X10)=]0 0 0| and XO)=|1 -1 1
respectively, as 0 00 0 1 -2
[sin(r) +1 sin(®) +1 sin@®) +1 sin(2f) + 1 the results of ZNDTV-NARE are depicted in Fig. 2(b) and (f).
D(t) = sin(f) +2 sin(f) +2 sin(®) +2 sin(2t) +2 Note.that Fig. 2(f) also includes the Schur method’s suggested
" |sin()+3 sin()+3 sin(®) +3 sin(2r) + 3 solution from [32].
| sin(r) +4 sin(®) +4 sin(®) +4 sin(2t) +4
. . i . C. Numerical Example 3
sin(f) + 1 sin(®) +4 sin(t) +4  sin(r) +4 . . ) )
B(t) = sin(f) +4 sin()+2 —sin() —5 sin(t) +4 The following input matrices A(f) and Q(#) are considered
- _ in this example:
) sin(r) +7 sin(®) +4 .
A = cos() +3  sin(r) +4 00 = sin(f) +4 sin(t) + 6 Al) = |:—1 - 1/.2 cos(2t) 1/2 sin(2¢) :|
Tlsin+2 —sin=7]2" " |sin)+1 sin@)+6| 1/2sin(21) — 14 1/2cos(21)

sin(t) + 6 sin(®) + 3 | o) = sin(21) cos(2r)
L 0 0 o T | —cos(2t) sin(20) |
Setting the initial value of X(#) as X(0) = 010 ol Additionally, we set B(r) = 0 and D(t) = AT(7), converting
the results of ZNDTV-NARE are depicted in Fig. 2(a) and (e). the NARE to a CLE. By initializing X(z) with X(0) = 0, the
results of ZNDTV-NARE are depicted in Fig. 2(c) and (g).
B. Numerical Example 2 Note that the theoretical solution of this example is

Let A(¢), B(¢), and Q(t) as — sin(2¢)(—2+cos(21)) (1—2cos(2t))(2+cos(21))
X*([) = (1+200$(2t)%(2—cos(2t)) (2+cos(26t)) sin(2f)
6 3

sin(?) + 2 sin(t) + 4 cos(t) — 2

A(t) = | —sin(t) +4 sin(21) +4  3sin(¢) — 20

| —cos(2t) =3  —sin(®) —2 —sin(2r) — 5 D. Numerical Example 4

[3sin(f) +9 —sin(®) +5 cos(3r) +2 The following constant matrices A, B, and Q of dimensions
B(t) = | —sin(®) +5 cos(?) + 1/2 cos(f) + 6 2 x 2 are considered in this example:

| cos(31) +2 cos(t) + 6 sin(27) + 3/2 4 1 7 4 3 —4

[ 2sin(¢) + 10 cos(f) +7  cos(2t) +3/2 A= [—2 8]’B_ [4 6:|’Q_ |:—4 5 ]
Q@) = | cos(r)+7 2 —cos() +5 |. Moreover, we convert the NARE to an ARE by using D(7) =

| cos(2f) +3/2  —cos(t) +5 sin(2t) 4+ 4 AT (7). Setting

Additionally, we set D(¢) = AT@), transforming in that way 12 -2 100 |11
the NARE into an ARE. By initializing X(1) with the two 'O ={_p 4 |20 =g o] and O =1,
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Fig. 3. Performance of ZNDTI-NARE for solving examples Section VI-D—
VI-F. (a)-(c) Error E(r) generated by ZNDTI-NARE in examples

Section VI-D-VI-F, respectively. (d)—(f) Trajectories of the solution X(r)
generated by ZNDTI-NARE in examples Section VI-D-VI-F, respectively.

as three initial values of X(¢), the results of ZNDTI-NARE are
depicted in Fig. 3(a) and (d). Note that Fig. 3(d) also includes
the Schur method’s suggested solution from [32].

E. Numerical Example 5

In this example the following matrices D, A, and Q of
dimensions 4 x 4, 2 x 2, 2 x 4, and 4 x 2, respectively, are
given as input

111 10
1111 0 -1 10
b=10 o 10’A=L 0}’Q= 0 -1
000 1 1

Additionally, we convert the NARE to a SE by setting
B = 0. Setting the initial value of X(#) as X(0) = 0, the results
of ZNDTI-NARE {(17), (20), (21)} are depicted in Fig. 3(b)
and (e). Note that the theoretical solution in this example is

T
wn _[07 —13 05 0
X(”_[—Ql ~01 —05 J

FE. Numerical Example 6

In this example, the input matrices D and Q are given as

1 0 1 -1 0 0
D=1 1 0,0=(0 -1 0
1 11 0 0 -1
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Additionally, we set A = B = 0, so converting the NARE
to an MIE. By setting X(0) = 0, as the initial value of X(¢),
the obtained results of ZNDTI-NARE are depicted in Fig. 3(c)
and (f). Note that the theoretical solution of this example is

1 1
XH=|-1 0
0 -1 1

-1

G. Example on Larger Dimensions

The following n-dimensional input matrices are used in
this example: D(f) = (4 + sin())I,, B(t) = (7 + sin(?))1,,
Q(t) = (5 + sin(?))1,. Furthermore, we use D(t) = AT(1), thus
converting the NARE to an ARE. Starting from the initial state
of X(0) = I,, and for n = 50, the results of ZNDTV-NARE are
depicted in Fig. 2(b) and (f). Note that Fig. 2(f) also includes
the Schur method’s suggested solution from [32].

H. Application to LTV

The Mathieu equation [66] is a linear differential equation
with variable (periodic) coefficients and typically occurs in
two different ways in solving nonlinear vibration problems.
One way is in systems where periodic forcing occurs, and the
other is in stability studies of periodic motions in autonomous
nonlinear systems. By considering the Mathieu equation

4(0) + (¢ + 0 cos(wi))q(1) = gU(1) (38)
and by defining the state vector z(¢) = [38}, the dynam-

ics (38) can be rewritten in state-dependent coefficient form
with

0 1 0
A0 = [(C + 6 cos(wt)) 0} o= [g}.

The parameter values are { = 1,0 =1, w =1, g=1, and
by letting Ry = I, R, = 0.001 and R, = 1, we set the initial
value of X(¢) as X(0) = ones(2) and apply (37). Furthermore,
z(#) has two sets of initial conditions (ICs), denoted as IC1
and IC2. The IC1 corresponds to z(0) = [3,01%, and 1IC2
corresponds to z(0) = [-5, 1]T. Note that the goal should
be to drive the states to the equilibrium [O, 0]T and, hence,
to stabilize (38). By applying (37) and the FTRE and FPRE
controls [2], the results of phase portraits of the closed-loop
responses, for two values of IC, are displayed in Fig. 4(b) for
Ry = 0.001, and in Fig. 4(d) for Ry = 1.

1. Applications to Nonlinear Systems

A nonconservative oscillator with nonlinear damping that
has been successfully applied in several fields, such as biomed-
ical engineering, power system, control, combustion process,
robotics, etc., is the Van der Pol oscillator [67]. As a con-
sequence, Van der Pol oscillator control has considerable
practical significance. In this application, we consider the
FPRE stabilization of the Van der Pol oscillator

i —u(1-0)a0 +a0 =gUuw (39
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Fig. 4. Results of HZND-FTREC (37), FTRE, and FPRE [2] for solving the Mathieu Equation and stabilizing the Van der Pol oscillator and a spring—mass
system. (a) and (b) Mathieu Equation’s closed-loop outputs and associated phase portraits with R, = 0.001. (c) and (d) Mathieu Equation’s closed-loop outputs
and associated phase portraits with Ry = 1. (e) and (f) Van der Pol oscillator’s closed-loop outputs and associated phase portraits. (g) and (h) Closed-loop
outputs and associated phase portraits for the mass joined to a wall through a spring.

where & > 0 and g are real numbers. Defining the state
Zgg], (39) can be written in state-dependent
coefficient form with A(f) = |:O ! 2 ] G = |:Oi|
L u(l—q=(0)] g
In this application, we use the parameter values p = 0.25,
g 1, and let z(0) = [5,3]", Ry = L, and R, = 1.
Furthermore, we consider three options of IC, namely, ICI,
IC2, and IC3, where we have set as initial values of X(7),
X1(0) = zeros(2), X2(0) = 101>, and X3(0) = 100/, respec-
tively. By applying (37) and the FTRE and FPRE controls [2],
the generated results of phase portraits of the closed-loop
responses for three sets of IC are displayed in Fig. 4(f).

vector z(f) =

J. Application to Specific Scenario

This application considers a mass that is connected to a wall
by a spring with variable stiffness k(¢). The open-loop system
is described by

t 0 1 0
=[] o= 1] on-[]

where ¢(f) signifies the position, k() signifies the stiffness,
which varies over time and can be positive or negative, and
q(t) signifies the mass’s velocity. Let k(t) = sin(¢), m = 4,
Ri(t) = I, and Ry(t) = 1, we initialize X(¢) and z(f) with
X(0) =ones(2) and z(0) = [4, —1]T. By applying (37) and
the FTRE and FPRE controls [2], the generated results of
phase portraits of the closed-loop responses are displayed in
Fig. 4(h).

K. Analysis of Experimental Results

In this section, the presented experimental results for
the ZNDTV-NARE, ZNDTI-NARE, and HZND-FTREC

are commented on and analyzed. In numerical examples
Section VI-A-VI-C, we notice that the error |E(?)|f
ID@X(1) + XA — XOBMOX (1) + QD) |, rapidly con-
verges to zero in Fig. 2(a)—(d). That is, ZNDTV-NARE (9)
is convergent. Particularly, Fig. 2(a) includes three errors
produced from three different design parameter values, i.e.,
A =10, 100, 1000. The graphs in this figure demonstrate that
the model produces a lower overall error with a faster con-
vergence as the value of the parameter A increases. Fig. 2(b)
includes two errors produced from two initial values of X(#) in
Example Section VI-B. The graphs in this figure show that the
initial values of X(f) have no impact on the model’s overall
error or speed of the convergence. In Fig. 2(e) and (f) tra-
jectories of the solution X(#) produced by ZNDTV-NARE are
presented, wherefrom it is observable that X(7) rapidly con-
verges to the exact solution. Particularly, Fig. 2(e) includes
three solutions produced from three different design parame-
ter values, i.e., A = 10, 100, 1000. The graphs in this figure
show that as the parameter A increases, the model generates the
same solution but with a faster convergence. Fig. 2(f) includes
trajectories of two solutions produced from two initial values
of X(#) in Example Section VI-B as well as the solution pro-
vided by the Schur method originated in [32]. The graphs in
Fig. 2(f) show the influence of the initial values for X(f) on
the model’s solution. It is clear that the ZND model generates
various solutions X1 (¢) and X»(#) depending on the initial val-
ues of X(¢). Fig. 2(g) and (h) include the theoretical and the
Schur’s method solution, respectively.

In numerical examples Section VI-D-VI-F, we observe that
the error |[E(®)||Fr = [IDX(f) + X()A — X()BX(?) + Ollp, is
rapidly convergent to 0 in Fig. 3(a)—(c). That is, ZNDTI-
NARE (18) is solved. Fig. 3(a) includes three errors produced
from three initial values in Example Section VI-D. The
solution X(r) produced by ZNDTI-NARE is presented in
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Fig. 5. Results of HZND-FTREC (37), FTRE, and FPRE [2] for solving the Mathieu Equation with Ry = 0.001 and stabilizing a spring—mass system

under various settings of odel5s MATLAB solver. (a) and (b) Mathieu Equation’s ARE error under default settings of odel5s MATLAB solver. (c) and
(d) Mathieu Equation’s ARE trajectories under custom settings of ode15s MATLAB solver. (e) and (f) Spring—mass system’s ARE error under default settings
of odel5s MATLAB solver. (g) and (h) Spring—mass system’s ARE trajectories under custom settings of odel5s MATLAB solver.

Fig. 3(d)—(f), where we see that X(#) quickly converges to the
solution. The graphs in Fig. 3(a) and (d) illustrate the behavior
of solutions X (¢), X2(¢), X3(¢) generated by the initial values
of X(#) in example Section VI-D. Fig. 3(a) shows the influence
of the initial values on the error matrix ||E(f)|r generated by
X1(t), X2(t), X3(¢). Graphs in Fig. 3(d) show the trajectories of
elements in X (¢), X2(1), X3(?). It is clear that the ZND model
generates various solutions X (f), X»>(#), X3(¢) depending on
the initial values. Fig. 3(d) includes three solutions produced
for three different initial values of X(¢) as well as the solu-
tion provided by the Schur method from [32]. Furthermore,
Fig. 3(e) and (f) includes graphs of theoretical solutions.

In addition, the following is important to mention about
numerical examples Section VI-A-VI-G.

1) The coefficient matrices in Sections VI-B, VI-D,

and VI-G converted the NARE to an ARE.

2) The input coefficient matrices in Section VI-C converted

the NARE to a CLE.

3) The input coefficient matrices in Section VI-E converted

the NARE to an SE.

4) The input coefficient matrices in Section VI-F converted

the NARE to an MIE.

In applications Section VI-H-VI-J, the asymptotic stability
of the HZND-FTREC (37) is always slightly better than the
stability of the FTRE control [2] and significantly better than
that of the FPRE control [2]. More precisely, in application
to LTV Section VI-H, the Mathieu equation is stabilized for
two different ICs of z(f) under two different values in R».
The closed-loop responses of z(¢) and their phase portraits are
displayed in Fig. 4(a) and (c) and (b) and (d), respectively,
where we observe that HZND-FTREC of (37) provides faster
stabilization than the FTRE and FPRE controls, even for large
values of R». In application to nonlinear systems Section VI-I,
the Van der Pol oscillator is stabilized for three different initial

values of X(f). The closed-loop responses of z(¢) and their
phase portraits are displayed in Fig. 4(e) and (f), where we
observe that HZND-FTREC of (37) provides, slightly, more
stable asymptotic behavior than the FTRE and FPRE controls.
In application to specific scenario Section VI-J, a mass con-
nected to a wall by a spring with variable stiffness k(¢) is
stabilized. In Fig. 4(g) and (h), the closed-loop responses of
z(t) and their phase portraits are displayed, where we observe
that HZND-FTREC of (37) provides, slightly, more stable
asymptotic behavior than the FTRE and FPRE controls.

To further validate the performance of the HZND-
FTREC model (37) and demonstrate the distinction between
the HZND-FTREC, FTRE, and FPRE controls, the ARE
error ||AX(f) + X (1A — X(#)BX(t) + Q|| of the applications
Section VI-H and VI-J is measured under various settings
of odel5s MATLAB solver. It is important to note that all
numerical examples and applications in this section have used
the default settings of odel5s MATLAB solver calculating
with double precision (eps 2.22 - 10716). Therefore, the
minimum value for most error measurements in this section
is of the order 107>. For the custom settings used in the
results of Fig. 5, we set the relative tolerance and the absolute
tolerance of odel5s to 10713, while the design parameter
was set to A 10%. Particularly, Fig. 5(a) and (e) shows
the ARE errors of Mathieu Equation with R, = 0.001 and
spring—mass system, respectively, under the default settings
of odel5s and the design parameter A = 10. In these fig-
ures, we observe that the FTRE that uses the Schur method’s
suggested solution has the best accuracy and the FPRE has
the worst accuracy. When using the custom settings, the ARE
errors of Mathieu Equation with R, = 0.001 and spring—mass
system are presented in Fig. 5(c) and (g). In these figures,
we note that the HZND-FTREC has the best accuracy, while
the performance of FTRE and FPRE is unaffected by the
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changes in the settings of the odel5s. This conclusion is
further supported by a comparison between the ARE trajecto-
ries shown in Fig. 5(b) and (f) and those shown in Fig. 5(d)
and (h), respectively. While the ARE trajectories generated
by FTRE and FPRE are unaffected by the changes in the
odel5s settings, we observe in these figures that the ARE tra-
jectories generated by HZND-FTREC converge faster to the
ARE trajectories generated by FTRE. We also observe that
FPRE generates a different and less accurate ARE solution
than FTRE in both applications. The HZND-FTREC generates
the same ARE solution as the FTRE, and under the odel5s
custom settings, the HZND-FTREC solution is more accurate
than FTRE’s.

Consequently, we can say that the TV-NARE problem (9),
the TI-NARE problem (18), and HZND-FTREC problem (37)
can be successfully solved by the ZNDTV-NARE, ZNDTI-
NARE, and HZND-FTREC, respectively, while the HZND-
FTREC is a more advanced version of the FTRE and is more
effective than both the FTRE and FPRE.

VII. CONCLUSION

This article examines the TV-NARE problem in detail. The
ZND approach, in conjunction with the definition of a conve-
nient error matrix for addressing the TV-NARE problem, led
to the development of the suggested ZNDTV-NARE model.
Several particular cases of ZNDTV-NARE design are derived,
including the ZNDTI-NARE model, and models for solv-
ing Sylvester and Lyapunov equation. Furthermore, a hybrid
TV-NARE model, called HZND-FTREC, is introduced to
incorporate the FTRE approach to optimal control of the
LTV system. Computer simulation further showed that the
proposed models successfully solved ten examples, three of
which included applications to LTV and nonlinear systems.
In that manner, the efficacy of the proposed flows for solv-
ing the TV-NARE, TI-NARE, and optimal control of LTV
systems has thus been demonstrated. The finding reached is
that the ZNDTV-NARE, ZNDTI-NARE, and HZND-FTREC
models are helpful and efficient in solving the TV-NARE, TI-
NARE, and optimal control of LTV systems, respectively. It
is worth mentioning that the ZNDTV-NARE model’s ability
to provide several solutions for various initial values without
allowing the user to specify a particular solution as the target
is a disadvantage.

Some areas of future research can be pointed out.

1) The ZNDTV-NARE and HZND-FTREC streams can
be investigated using a nonlinear activation function.
Nonlinear ZNDTV-NARE and HZND-FTREC flows
with terminal convergence could be studied in this direc-
tion. This approach will be a generalization of finite-time
convergent nonlinearly activated dynamical systems for
calculating the time-varying matrix pseudoinverse [14],
as well as for solving the time-varying SE [42], [43],
[51], [58].

It is helpful to extend recently proposed finite-time
convergent neural flows for solving time-varying linear
complex matrix equations [7] or the time-varying

2)

3)

4)

5)

6)

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]
[9]

(10]

[11]

[12]

[13]
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Sylvester matrix equation [55] into more general finite-
time convergent ZNDTV-NARE and HZND-FTREC
evolutions.

The open area of research in machine control that is
related to fuzzy logic (see [27], [28], [68]) could be
paired with the ZND design. This research will lead to
the creation of novel ZND designs for tracking control
of nonlinear systems.

Because all types of noise have a significant impact
on the accuracy of the proposed ZND approaches, the
proposed ZNDTV-NARE, ZNDTI-NARE, and HZND-
FTREC models suffer from noise insensitivity. Future
research can be directed at expanding derived mod-
els into integration-enhanced and noise-tolerant ZND
dynamical systems.

As analyzed in the introduction, heterogeneous ARE
variants are involved in solutions to numerous contin-
uous time or discrete time problems. Each of these
applications provides the possibility of applying the
proposed models or their discretization.

Note that convergence occurs faster for greater values of
A. For further noteworthy characteristics and variations
of the ZND’s design parameter A see [15], [69].

REFERENCES

X. Dong and G. Hu, “Time-varying formation tracking for linear
multiagent systems with multiple leaders,” IEEE Trans. Autom. Control,
vol. 62, no. 7, pp. 3658-3664, Jul. 2017.

A. Prach, O. Tekinalp, and D. S. Bernstein, “A numerical comparison of
frozen-time and forward-propagating Riccati equations for stabilization
of periodically time-varying systems,” in Proc. Amer. Control Conf.,
2014, pp. 5633-5638.

B. Qin et al., “Robust Hy, control of doubly fed wind generator via
state-dependent Riccati equation technique,” IEEE Trans. Power Syst.,
vol. 34, no. 3, pp. 2390-2400, May 2019.

T. E. Duncan, L. Guo, and B. Pasik-Duncan, “Adaptive continuous-time
linear quadratic Gaussian control,” IEEE Trans. Autom. Control, vol. 44,
no. 9, pp. 1653-1662, Sep. 1999.

A. Kawamoto and T. Katayama, “The dissipation inequality and gen-
eralized algebraic Riccati equation for linear quadratic control problem
of descriptor system,” IFAC Proc. Vol., vol. 29, no. 1, pp. 1548-1553,
1996.

R.-C. Li and W. Kahan, “A family of anadromic numerical meth-
ods for matrix Riccati differential equations,” Math. Comput., vol. 81,
pp. 233-265, Jan. 2012.

L. Xiao, “A finite-time convergent neural dynamics for online solu-
tion of time-varying linear complex matrix equation,” Neurocomputing,
vol. 167, pp. 254-259, Nov. 2015.

Y. Zhang and C. Yi, Zhang Neural Networks and Neural-Dynamic
Method. New York, NY, USA: Nova Sci. Publ., Inc., 2011.

L. Xiao, “A nonlinearly-activated neurodynamic model and its finite-time
solution to equality-constrained quadratic optimization with nonstation-
ary coefficients,” Appl. Soft Comput., vol. 40, pp. 252-259, Mar. 2016.
B. Liao and Y. Zhang, “Different complex ZFs leading to different
complex ZNN models for time-varying complex generalized inverse
matrices,” IEEE Trans. Neural Netw. Learn. Syst., vol. 25, no. 9,
pp. 1621-1631, Sep. 2014.

P. S. Stanimirovi¢, S. D. Mourtas, V. N. Katsikis, L. A. Kazakovtsev, and
V. N. Krutikov, “Recurrent neural network models based on optimization
methods,” Mathematics, vol. 10, no. 22, p. 4292, 2022.

L. Jin, S. Li, L. Xiao, R. Lu, and B. Liao, “Cooperative motion
generation in a distributed network of redundant robot manipulators
with noises,” IEEE Trans. Syst., Man, Cybern., Syst., vol. 48, no. 10,
pp. 1715-1724, Oct. 2018.

Y. Zhang, L. Jin, D. Guo, Y. Yin, and Y. Chou, “Taylor-type 1-step-ahead
numerical differentiation rule for first-order derivative approximation
and ZNN discretization,” J. Comput. Appl. Math., vol. 273, pp. 29-40,
Jan. 2015.

Authorized licensed use limited to: NASK National Research Institute. Downloaded on April 09,2024 at 07:38:58 UTC from IEEE Xplore. Restrictions apply.



6586

[14]

[15]

[16]

(17]

(18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

[30]

[31]

[32]

[33]

[34]
[35]

(36]

IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS: SYSTEMS, VOL. 53, NO. 10, OCTOBER 2023

B. Liao and Y. Zhang, “From different ZFs to different ZNN mod-
els accelerated via Li activation functions to finite-time convergence
for time-varying matrix pseudoinversion,” Neurocomputing, vol. 133,
pp. 512-522, Jun. 2014.

V. N. Katsikis, P. S. Stanimirovi¢, S. D. Mourtas, L. Xiao,
D. Karabasevié¢, and D. Stanujkié¢, “Zeroing neural network with fuzzy
parameter for computing pseudoinverse of arbitrary matrix,” IEEE Trans.
Fuzzy Syst., vol. 30, no. 9, pp. 34263435, Sep. 2022.

L. Jin, Y. Zhang, S. Li, and Y. Zhang, “Modified ZNN for time-varying
quadratic programming with inherent tolerance to noises and its appli-
cation to kinematic redundancy resolution of robot manipulators,” IEEE
Trans. Ind. Electron., vol. 63, no. 11, pp. 6978-6988, Nov. 2016.

L. Xiao and B. Liao, “A convergence-accelerated Zhang neural network
and its solution application to Lyapunov equation,” Neurocomputing,
vol. 193, pp. 213-218, Jun. 2016.

D. Guo, Z. Nie, and L. Yan, “Novel discrete-time Zhang neural network
for time-varying matrix inversion,” IEEE Trans. Syst., Man, Cybern.,
Syst., vol. 47, no. 8, pp. 2301-2310, Aug. 2017.

V. N. Katsikis, S. D. Mourtas, P. S. Stanimirovi¢, and Y. Zhang, “Solving
complex-valued time-varying linear matrix equations via QR decomposi-
tion with applications to robotic motion tracking and on angle-of-arrival
localization,” IEEE Trans. Neural Netw. Learn. Syst., vol. 33, no. 8,
pp. 3415-3424, Aug. 2022.

T. E. Simos, V. N. Katsikis, S. D. Mourtas, P. S. Stanimirovi¢, and
D. Gerontitis, “A higher-order zeroing neural network for pseudoinver-
sion of an arbitrary time-varying matrix with applications to mobile
object localization,” Inf. Sci., vol. 600, pp. 226-238, Jul. 2022.

H. Jerbi et al., “Towards higher-order zeroing neural network dynam-
ics for solving time-varying algebraic Riccati equations,” Mathematics,
vol. 10, p. 4490, Nov. 2022.

T. E. Simos, V. N. Katsikis, S. D. Mourtas, and P. S. Stanimirovié,
“Finite-time convergent zeroing neural network for solving time-
varying algebraic Riccati equations,” J. Franklin Inst., vol. 359, no. 18,
pp. 10867-10883, 2022.

T. E. Simos, V. N. Katsikis, S. D. Mourtas, and P. S. Stanimirovi¢,
“Unique non-negative definite solution of the time-varying algebraic
Riccati equations with applications to stabilization of LTV systems,”
Math. Comput. Simul., vol. 202, pp. 164—180, Dec. 2022.

A. Safa, R. Y. Abdolmalaki, and H. C. Nejad, “Precise position tracking
control with an improved transient performance for a linear piezo-
electric ceramic motor,” IEEE Trans. Ind. Electron., vol. 66, no. 4,
pp. 3008-3018, Apr. 2019.

W. Sun, Y. Wu, and L. Wang, “Trajectory tracking of constrained
robotic systems via a hybrid control strategy,” Neurocomputing, vol. 330,
pp. 188-195, Feb. 2019.

H. Wang, S. Ling, P. X. Liu, and Y.-X. Li, “Control of high-order non-
linear systems under error-to-actuator based event-triggered framework,”
Int. J. Control, vol. 95, no. 10, pp. 2758-2770, 2022.

M. Chen, H. Wang, and X. Liu, “Adaptive fuzzy practical fixed-time
tracking control of nonlinear systems,” IEEE Trans. Fuzzy Syst., vol. 29,
no. 3, pp. 664-673, Mar. 2021.

H. Wang, W. Bai, X. Zhao, and P. X. Liu, “Finite-time-prescribed
performance-based adaptive fuzzy control for strict-feedback nonlin-
ear systems with dynamic uncertainty and actuator faults,” IEEE Trans.
Cybern., vol. 52, no. 7, pp. 6959-6971, Jul. 2022.

L. T. Aguilar, Y. Orlov, and L. Acho, “Nonlinear H o-control of non-
smooth time-varying systems with application to friction mechanical
manipulators,” Automatica, vol. 39, pp. 1531-1542, Sep. 2003.

A. Ferrante and L. Ntogramatzidis, “The generalized continuous alge-
braic Riccati equation and impulse-free continuous-time LQ optimal
control,” Automatica, vol. 50, pp. 1176-1180, Apr. 2014.

T. Ohtsuka, “A recursive elimination method for finite-horizon optimal
control problems of discrete-time rational systems,” IEEE Trans. Autom.
Control, vol. 59, no. 11, pp. 3081-3086, Nov. 2014.

A. Laub, “A Schur method for solving algebraic Riccati equations,”
IEEE Trans. Autom. Control, vol. AC-24, no. 6, pp. 913-921, Dec. 1979.
Y. Oshman and I. Bar-Itzhack, “Eigenfactor solution of the matrix
Riccati equation—a continuous square root algorithm,” IEEE Trans.
Autom. Control, vol. AC-30, no. 10, pp. 971-978, Oct. 1985.

P. V. Dooren, “A generalized eigenvalue approach for solving Riccati
equations,” SIAM J. Sci. Stat. Comput., vol. 2, no. 2, pp. 121-135, 1981.
P. Lancaster and L. Rodman, Algebraic Riccati Equations. New York,
NY, USA: Clarendon Press, 2002.

V. Kucera, “A review of the matrix Riccati equation,” Kybernetika, vol. 9,
no. 1, pp. 42-61, 1973.

(371

(38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

(53]

(54

[55]

[56]

(571

[58]

[59]

[60]

R. Buche and H. J. Kushner, “Control of mobile communication systems
with time-varying channels via stability methods,” IEEE Trans. Autom.
Control, vol. 49, no. 11, pp. 1954-1962, Nov. 2004.

V. N. Phat and P. Niamsup, “Stability of linear time-varying delay
systems and applications to control problems,” J. Comput. Appl. Math.,
vol. 194, pp. 343-356, Oct. 2006.

N. N. Subbotina, “The value functions of singularly perturbed time-
optimal control problems in the framework of Lyapunov functions
method,” Math. Comput. Model., vol. 45, pp. 1284-1293, Jun. 2007.
A. Varga, “Robust pole assignment via Sylvester equation based state
feedback parametrization,” in Proc. IEEE Int. Symp. Comput.-Aided
Control Syst. Des. (CACSD), 2000, pp. 13-18.

X. Le and J. Wang, “Robust pole assignment for synthesizing feedback
control systems using recurrent neural networks,” IEEE Trans. Neural
Netw. Learn. Syst., vol. 25, no. 2, pp. 383-393, Feb. 2014.

S. Li, S. Chen, and B. Liu, “Accelerating a recurrent neural network to
finite-time convergence for solving time-varying Sylvester equation by
using a sign-bi-power activation function,” Neural Process. Lett., vol. 37,
no. 2, pp. 189-205, 2013.

Y. Shen, P. Miao, Y. Huang, and Y. Shen, “Finite-time stability and
its application for solving time-varying Sylvester equation by recur-
rent neural network,” Neural Process. Lett., vol. 42, no. 3, pp. 763-784,
2015.

H. Huang et al., “Modified Newton integration neural algorithm for
dynamic complex-valued matrix pseudoinversion applied to mobile
object localization,” IEEE Trans. Ind. Informat., vol. 17, no. 4,
pp. 2432-2442, Apr. 2021.

A. Noroozi, A. H. Oveis, S. M. Hosseini, and M. A. Sebt, “Improved
algebraic solution for source localization from TDOA and FDOA mea-
surements,” I[EEE Wireless Commun. Lett., vol. 7, no. 3, pp. 352-355,
Jun. 2018.

A. G. Dempster and E. Cetin, “Interference localization for satel-
lite navigation systems,” Proc. IEEE, vol. 104, no. 6, pp. 1318-1326,
Jun. 2016.

Y. Zhang, “Towards piecewise-linear primal neural networks for
optimization and redundant robotics,” in Proc. IEEE Int. Conf. Netw.
Sens. Control, Apr. 2006, pp. 374-379.

R. H. Sturges, “Analog matrix inversion (robot kinematics),” IEEE J.
Robot. Autom., vol. 4, no. 2, pp. 157-162, Apr. 1988.

K. S. Yeung and F. Kumbi, “Symbolic matrix inversion with applica-
tion to electronic circuits,” IEEE Trans. Circuits Syst., vol. 35, no. 2,
pp. 235-238, Feb. 1988.

Y. Zhang and J. Wang, “Recurrent neural networks for nonlinear output
regulation,” Automatica, vol. 37, pp. 1161-1173, Aug. 2001.

L. Xiao, Q. Yi, Q. Zuo, and Y. He, “Improved finite-time zeroing neural
networks for time-varying complex Sylvester equation solving,” Math.
Comput. Simul., vol. 178, pp. 246258, Dec. 2020.

J. Jin, L. Xiao, M. Lu, and J. Li, “Design and analysis of two FTRNN
models with application to time-varying Sylvester equation,” IEEE
Access, vol. 7, pp. 58945-58950, 2019.

L. Ding, L. Xiao, K. Zhou, Y. Lan, Y. Zhang, and J. Li, “An
improved complex-valued recurrent neural network model for time-
varying complex-valued Sylvester equation,” IEEE Access, vol. 7,
pp. 19291-19302, 2019.

S. Li and Y. Li, “Nonlinearly activated neural network for solving time-
varying complex Sylvester equation,” IEEE Trans. Cybern., vol. 44,
no. 8, pp. 1397-1407, Aug. 2014.

L. Xiao, “A finite-time recurrent neural network for solving online time-
varying Sylvester matrix equation based on a new evolution formula,”
Nonlinear Dyn., vol. 90, pp. 1581-1591, Aug. 2017.

Z. Zhang and L. Zheng, “A complex varying-parameter convergent-
differential neural-network for solving online time-varying com-
plex Sylvester equation,” IEEE Trans. Cybern., vol. 49, no. 10,
pp. 3627-3639, Oct. 2019.

C. Yi, Y. Zhang, and D. Guo, “A new type of recurrent neural networks
for real-time solution of Lyapunov equation with time-varying coeffi-
cient matrices,” Math. Comput. Simul., vol. 92, pp. 40-52, Jun. 2013.
X. Lv, L. Xiao, Z. Tan, and Z. Yang, “Wsbp function activated Zhang
dynamic with finite-time convergence applied to Lyapunov equation,”
Neurocomputing, vol. 314, pp. 310-315, Nov. 2018.

M. Sun and J. Liu, “A novel noise-tolerant Zhang neural network for
time-varying Lyapunov equation,” Adv. Differ. Equ., vol. 2020, p. 116,
Mar. 2020.

J. Yan, X. Xiao, H. Li, J. Zhang, J. Yan, and M. Liu, “Noise-tolerant
zeroing neural network for solving non-stationary Lyapunov equation,”
IEEE Access, vol. 7, pp. 4151741524, 2019.

Authorized licensed use limited to: NASK National Research Institute. Downloaded on April 09,2024 at 07:38:58 UTC from IEEE Xplore. Restrictions apply.



SIMOS et al.: SOLVING TV-NAREs WITH ZNDs

[61] L. Xiao, B. Liao, S. Li, Z. Zhang, L. Ding, and L. Jin, “Design
and analysis of FTZNN applied to the real-time solution of a nonsta-
tionary Lyapunov equation and tracking control of a wheeled mobile
manipulator,” IEEE Trans. Ind. Informat., vol. 14, no. 1, pp. 98-105,
Jan. 2018.

G. Tadmor, “Receding horizon revisited: An easy way to robustly sta-
bilize an LTV system,” Syst. Control Lett., vol. 18, no. 4, pp. 285-294,
1992.

[63] W. H. Kwon and S. Han, Receding Horizon Control (Advanced
Textbooks in Control and Signal Processing). London, U.K.: Springer,
2005.

C. P. Mracek and J. R. Cloutier, “Control designs for the nonlinear
benchmark problem via the state-dependent Riccati equation method,”
Int. J. Robust Nonlinear Control, vol. 8, nos. 4-5, pp. 401-433, 1998.
E. B. Erdem and A. G. Alleyne, “Design of a class of nonlinear con-
trollers via state dependent Riccati equations,” IEEE Trans. Control Syst.
Technol., vol. 12, no. 1, pp. 133-137, Jan. 2004.

[66] J. A. Richards, Analysis of Periodically Time-Varying Systems
(Communications and Control Engineering), 1st ed. Berlin, Germany:
Springer-Verlag, 1983.

B. von de Pol, “Forced oscillations in a circuit with non-linear resistance
(receptance with reactive triode),” London Edingburg Dublin Phil. Mag.,
vol. 3, pp. 65-80, Jan. 1927.

H. Wang, K. Xu, P. X. Liu, and J. Qiao, “Adaptive fuzzy fast finite-time
dynamic surface tracking control for nonlinear systems,” IEEE Trans.
Circuits Syst. I, Reg. Papers, vol. 68, no. 10, pp. 4337-4348, Oct. 2021.
V. N. Katsikis, P. S. Stanimirovi¢, S. D. Mourtas, L. Xiao, D. Stanujki¢,
and D. KarabaSevié, ‘“Zeroing neural network based on neutrosophic
logic for calculating minimal-norm least-squares solutions to time-
varying linear systems,” Neural Process. Lett., to be published.

[62]

[64]

[65]

[67]

[68]

[69]

Theodore E. Simos was born in Athens, Greece,
in 1962. He received the Ph.D. degree in numeri-
cal analysis from the Department of Mathematics,
National Technical University of Athens, Athens,
in 1990.

He is a Professor and a Leading Scientist
with the Laboratory of Inter-Disciplinary Problems
of Energy Production, Ulyanovsk State Technical
University, Ulyanovsk, Russia, a Research Fellow
with the Center for Applied Mathematics and
Bioinformatics, Gulf University for Science and
Technology, Mubarak Al-Abdullah, Kuwait, a Research Fellow with the
Department of Medical Research, China Medical University Hospital, China
Medical University, Taichung City, Taiwan, a Distinguished Professor with
the Data Recovery Key Laboratory of Sichun Province, Neijiang Normal
University, Neijiang, China, and a Visiting Professor with the Democritus
University of Thrace, Xanthi, Greece. He has many collaborations with sev-
eral Universities all over the world. He is the Founder and the Chairman of
two international conferences. He is the author of over 650 peer-reviewed
publications and he has more than 6000 citations (excluding self-citations).
His research interests are on numerical analysis and specifically on: numerical
solutions of differential equations, scientific computing, and optimization.

Prof. Simos was a Highly Cited Researcher in Mathematics (Lists 2001—
2013, 2017, and 2018). He is the editor-in-chief of three scientific journals and
an editor of more than 30 scientific journals. He is a reviewer in several other
scientific journals and conferences. He is an Active Member of the European
Academy of Sciences and Arts and the European Academy of Sciences, and
a Corresponding Member of the European Academy of Sciences, Arts and
Letters.

6587

Vasilios N. Katsikis received the B.S. degree in
mathematics from the National and Kapodistrian
University of Athens, Athens, Greece, in 1997, and
the M.Sc. degree in applied mathematics and the
Ph.D. degree in mathematics from the National
Technical University of Athens, Athens, in 2000 and
2006, respectively.

He is currently an Associate Professor of
Mathematics and Informatics and the Director of the
Division of Mathematics—Informatics and Statistics—
Econometrics, Department of Economics, National
and Kapodistrian University of Athens. Throughout his research career, he has
over 130 publications in various peer-reviewed scientific journals. His main
research interests include neural networks, matrix analysis, linear algebra, and
intelligent optimization.

Spyridon D. Mourtas received the B.S. degree in
mathematics from the University of Patras, Patras,
Greece, in 2016, and the M.Sc. degree in applied
economics and finance and the Ph.D. degree in
economics from the National and Kapodistrian
University of Athens, Athens, Greece, in 2019 and
2023, respectively.

His main research interests include neural
networks, matrix analysis, and intelligent financial
optimization.

Predrag S. Stanimirovi¢ received the Ph.D. degree
in mathematics from the Faculty of Philosophy,
University of Ni§, Nis, Serbia, in 1996.

He is currently working as a Full Professor
with the Faculty of Sciences and Mathematics,
Department of Computer Science, University of
Ni§ and with the Laboratory “Hybrid Methods of
Modelling and Optimization in Complex Systems,”
Siberian Federal University, Krasnoyarsk, Russia.
His interest in research encompasses diverse fields
of mathematics, applied mathematics, and computer
science, which span multiple branches of numerical linear algebra, recurrent
neural networks, symbolic computation, and operations research. Throughout
his research career, he has published over 350 publications in various scien-
tific journals, including six research monographs.

Prof. Stanimirovi¢ is an Editor in scientific journals, such as Filomat,
Electronic Research Archive, Journal of Mathematics, and Facta Universitatis,
Series: Mathematics and Informatics and several other journals.

Authorized licensed use limited to: NASK National Research Institute. Downloaded on April 09,2024 at 07:38:58 UTC from IEEE Xplore. Restrictions apply.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Helvetica-Condensed-Bold
    /Helvetica-LightOblique
    /HelveticaNeue-Bold
    /HelveticaNeue-BoldItalic
    /HelveticaNeue-Condensed
    /HelveticaNeue-CondensedObl
    /HelveticaNeue-Italic
    /HelveticaNeueLightcon-LightCond
    /HelveticaNeue-MediumCond
    /HelveticaNeue-MediumCondObl
    /HelveticaNeue-Roman
    /HelveticaNeue-ThinCond
    /Helvetica-Oblique
    /HelvetisADF-Bold
    /HelvetisADF-BoldItalic
    /HelvetisADFCd-Bold
    /HelvetisADFCd-BoldItalic
    /HelvetisADFCd-Italic
    /HelvetisADFCd-Regular
    /HelvetisADFEx-Bold
    /HelvetisADFEx-BoldItalic
    /HelvetisADFEx-Italic
    /HelvetisADFEx-Regular
    /HelvetisADF-Italic
    /HelvetisADF-Regular
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


